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Matrices: definiciones y notaciones basicas

Una matriz A con componentes en un cuerpo K es un
arreglo en filas y columnas de elementos de K. Por ejemplo,

3 0 =5 4%
A:(\/E _1 %j YBZ 15 -3

-7 9

son matrices con componentes en ‘R , el cuerpo de los
numeros reales. La matriz A tiene dos filas y tres columnas
mientras que la matriz B tiene tres filas y dos columnas.

Si una matriz tiene m filas y n columnas, se dice que ella
es de orden m x n (se lee m por n).
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¢, Como denotar una
matriz de orden m x n?

..... aln

. a ary ... a
Se usan dos indices: A=| 2 22 2n
aml am2 ..... amn

lo que abreviadamente se expresa,
A:(aij), i=1,2,....,m; j=1,2,....,n

Ejercicio: Determine por extensién la matriz A, de orden
2x3 definidaasi, a;,=[2i—]|.
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El elemento 2;j, es el que se ubica en la i-ésima fila j-ésima
columna de la matriz A; se llama componente i) de la matriz A.

Si la matriz A tiene el mismo numero n de filas que de
columnas, se dice que ella es una matriz cuadrada de orden n.

Si A es una matriz de orden n, las componentes
dii constituyen la diagonal de A; se anota:

dlag(A) = (al 1> 322, ....... ) ann)

La suma de los elementos de la diagonal de una matriz
cuadrada de orden n se llama traza de A, es decir,

tr(A) = i aj;

1=1
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Una matriz cuadrada A = (aij) se dice matriz diagonal
Si aj; = 0 cuando 1# j. Por ejemplo,

2 0 O
-1 O : ,
A=|{0 -5 0| y B= ( 0 j son matrices diagonales.
0 0 1

Una matriz cuadrada A:(aij) se llama triangular
superior si aj;j = 0 parai>j, yse llama triangular inferior

si ajj= 0 parai<j. Porejemplo,

4 -1 5
-3 0 , :
C=|{0 -6 0| y B= ( 7] son matrices triangulares.

0O 0 8
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Ejemplo: Determine por extensién la matriz A = (a; ;) de orden
3 dada por (i si i=j

A=42i—j si i<]

i—3j] si i>]

\

¢;,Cual es la diagonal y la traza de A ;Cual es el valor de la traza

de A sila matriz A fuese de orden 207? ;Y si fuese de orden n?

Soluciéon: La matriz A es 10 -1
A=1 2 1
0O 3 3
Su diagonal es diag(A)=(1, 2, 3) y tr(A)=6. Si A esde
& . n(n+1)
orden 20, tr(A)=Zaii:210 y sies de ordenn, tr(A)= 5

1=l
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Resulta facil comprender la utilidad que
prestan las matrices para ordenar datos.

La produccion semanal, en cientos, de los articulos p,, p,, ....Pgg
que se fabrican en una industria se pueden expresar mediante
una matriz P de 60 filas - donde se escribiran los productos
elaborados - y 5 columnas que indicaran los dias de la semana

de lunes a viernes:
Lu Ma Mi Ju Vi

2 35 3 32 3)p
6 65 63 62 6 |p;

4 38 35 4 3.2)pg
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El conjunto de todas las matrices de m filas y n
columnas con componentes en el cuerpo K sera

denotado por M 3 (K) ysera M, (K) cuando
se trate de matrices cuadradas de orden n.

Dos matrices A =(aj;) y B= (bij) son iguales si tienen el
mismo orden y ademas a;;=b;j;, V1j.

Si A=(aj;) es una matriz de orden m x n, la transpuesta de A,
denotada por Al , s la matriz de orden n x m que se obtiene al
intercambiar las filas por las columnas de A. En consecuencia,

A" =(aj)
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Ejercicio: ;Cual es la transpuesta de la matriz A =(a;;) de

orden 3 x 2 definida por a;; = 3i—j2?

Sea A= (aU) matrlz cuadrada. Se dice que A es una matriz
S|metr|ca si Al=A y se dice que A es antisimétrica si
A'=—A, donde -A es la matriz - A =(-ay;).

6 -1 4
Por ejemplo, A=|-1 7 2 | es una matriz simétrica.
4 2 -3

Construya usted una matriz antisimétrica de orden 3.

Ejercicio: Si A es una matriz de orden n antisimétrica,
demuestre que diag(A)=(0,....,0) y tr(A)=0
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Ejercicios:
1) Determine por extension lamatriz  Ade @rden 4 definida
como sigue. Calcule la traza de A. ¢(Es A una matriz
simétrica? r

) . .
~3- 17 =7 81 1=
b 5 A={i—j+3 si  i=j-1
§) en otros casos

2) Demuestre que toda matriz diagonal es simétrica.
3) Determine todos los valores reales dea y b de modo que
la matriz B dada sea simétrica.

2 a+6 3
B=|a%2 -5 b+2
3 —bd -1
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Operaciones con matrices

Se llama matriz nula (o matriz cero) de orden m x n a la matriz
de orden m x n que tiene todas sus componentes igualesa 0 €

La matriz nula se denotara por Omxn o simplemente O.

Suma de matrices

Si A=(aij), B:(bij)emen(K), lasumade A y B esla
matriz - A+B=(c;;) eMx(K) ,donde Ci; =ajj+bjj

-4 12 7 -9 3 3
Por ejemplo,si A=| 6 -5| y B=|-2 6| A+B=l 4 1
1 3 -8 -4 -7 -1
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5
6
7.
8
9

B 0 Dh =

Observe que para sumar matrices, ellas deben ser del mismo
orden. Se tienen las siguientes propiedades:

(A+B)+C = A+(B+C), VA,B,CeM,,, (k)

A+B = B+A, VA BeMp (1)

Existe O,,,,, , matriz nula, tal que A+O = A, VAeM, (x)

Para cada matriz A€M x(¥existe —AeMialltpie A+(-
A) =0, donde —A:(—aij) cuando Az(aij)

tr(A+B) = tr(A) +tr(B), VA,BeM,(k)
(A+B)' = A+ B!, VA BeMyy(K)

A, B diagonales = A+B diagonal
A, B simétricas = A+B simétrica

A, B antisimétricas = A+B antisimétricas

Ejercicio: Demuestre las propiedades enunciadas antes.
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Multiplicacién por escalar o ponderacion

Si A=(ajj)) EMpxn(K) Yy aek, la multiplicacion o veces

A es la matriz de orden m x n, ocA:(oc-aij)

-3 15 -1 5
Porejemplo,si A=| 4 12|, entonces %A: 3
-6 20 _ %

Se puede establecer que:
1. a(BA)=(aP)A, Vo,Bex, VA matriz
2. (a+PBA=aA+PA, Vao,Bex, VA,BeMxn(K)
3. (A+B)=0A+aB, Vaex, VA,BeMx,(K)
4. 1-A=A, (-DA=-A, 0-A=0, VA matriz

Algebra Lineal - 1. Arratia Z.

14



Ademas 5. tr(aA)=oa-tr(A), VAe M, (x)
6. (aA)'=a-A" VA eM yy (¥)
Ejercicio: Demuestre las propiedades 1. a 6. anteriores.

2/ Las propiedades algebraicas de las

matrices nos permiten resolver ecuaciones
matriciales de manera eficiente.

Ejercicio: Resuelva la ecuaciéon
5(X+A)=A" —%(}3—9)&)t

| 2 1 -3 6 (02
S A: , B: y C =
-5 0 4 2 -1 =2
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Problema: Un fabricante produce tres modelos de
zapatillas de descanso A, B y C en tres tamanos: para
ninos, damas y caballeros. La fabricacion se realiza en
dos plantas, una ubicada en San Bernardo y la otra en
Maipu. La produccion semanal, en pares de zapatillas, en
cada planta se entrega a través de las matrices:

San Bdo. Nifnos Damas Varones Maipu Ninos Damas Varones
A 20 34 30 A 16 24 26
B 16 20 48 B 10 14 32
C 24 28 32 C 15 20 28

a) Determine la matriz que contiene los datos relativos a la
produccion semanal total de cada modelo de zapatilla en ambas
plantas.

b) Sila produccién en la planta de San Bernardo se incrementa en un
20% y la de Maipu en un 40%, escriba la matriz que representa la
nueva produccion semanal total de cada tipo de zapatilla.
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La multiplicacion de matrices

Si A:(aij)Emen(K) y B:(bij)EMnxr(K), la multiplicacion
de A y B esla matriz AB:(Cij) . de orden m xr, donde
n

cij= 2 aikbk;
k=1

El elemento ubicado en la fila i columna j del producto AB es:
?ﬂblj—'_a.zsz—'_ ..... +ainbnj\

Componentes Componentes
de lafila i de la columna |

Algebra Lineal - 1. Arratia Z. 17



2 -1
: : 8 =2 =5
Por ejemplo, si A= y B=[-2 4|
3 -1 1
1 O
15 -16
entonces AB=
9 -7

Observe que en este ejemplo, BA también se puede realizar
pero es una matriz de orden 3, con lo que concluimos que

La multiplicaciéon de matrices no es conmutativa

Note también que para la matriz A del ejemplo anterior, el
producto A2 =A-A no se puede efectuar.
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¢ Este producto
tiene otras
“curiosidades

”7

Si, por ejemplo,

« Existen matrices cuadradas A, no nulas pero tales que A% =0

« Mas aun, existen matrices A y B, de orden n, no nulas,
distintas y AB = O, es decir, el producto de dos matrices puede
ser la matriz cero y ninguna de ellas ser cero.

Porlotanto, AB=0 & (A=0v B=0)
AB=AC =% B=C

Algebra Lineal - 1. Arratia Z.
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Sin embargo, siempre que las operaciones se puedan realizar,
se puede demostrar que:

1. (AB)C =A (BC)
2. (A+B)C=AC+BC y C(A+B)=CA+CB

r?‘“ Surge la interrogante ¢ Existe elemento identidad en
el conjunto M__, (x)?

La matriz cuadrada I, =(a;;) de orden n definida asi:
1 s11=]
i :{o Si %]
se llama matriz identidad; ella es tal que
Al,=A=1,-A, VAeM,(x)
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En consecuencia, existe elemento identidad en M, ().

Ejercicio: a) Muestre con ejemplos que, en general,
tr(AB) = tr(A)tr(B) vy que (AB)! = A'B!

b) Demuestre que tr(AB) = tr(BA)

c) Demuestre que, siempre que los productos se puedan

realizar, (A B)! =BtAt.

Ejercicio: Determine la matriz X de modo que la siguiente
igualdad resulte verdadera:

3 2 -3 5
0 1 -1|X=|-6
1 -2 2 1
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Dadas las matrices Ay B,
¢ qué necesitamos para
resolver la ecuacion AX = B?

}

'
SO

o

La ecuacion ax = b, en el conjunto de los numeros
reales, se resuelve usando el inverso multiplicativo de a:

x=a b=2L
a

Si A es una matriz no nula nos preguntamos ; existe una matriz
B talque AB=1,= BA? Que equivale a ;existe el inverso
multiplicativo de A? Observe que esta pregunta tiene sentido
s6lo si A es una matriz cuadrada. Sin embargo, aunque A sea
cuadrada, la respuesta a la interrogante es no siempre.
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3 6
Por ejemplo para A :( 2) investiguemos la existencia
de tal matriz B.

a b
Supongamos que Bz( d) es tal que AB =1,; entonces
C
3 6\fa b 1 O _ 3a+6¢ 3b+6d 1 O
= que equivale a =
1 2)lc d 0 1 a+2c b+2d 0 1
y a resolver a+2c=% y a+2c=0.

Concluimos que no existen a y c¢; de manera analoga, no
existen b y d. Porlo tanto la matriz B no existe.

Surge entonces la siguiente definicion:
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Se dice que una matriz A eM;(X) esinvertible
o no singular si existe BeM, (gl que AB
= Iz BA. La matriz B, cuando existe, esta

unicamente determinada por A, se llama inversa
—1
de A y sedenotapor A

Porlo tanto, A-A™l= I, =A1.A

Ejercicio: Demuestre que,

a) (AH)'=A, YAeM, (k) invertibl

b) (AH =A™, YAeM, () invertible

¢) (AB)'=B7'A7; VA, BeM, (k) invertibls
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¢, Cuales matrices
son invertibles?

En lo que sigue, trataremos de contestar esta
interrogante, es decir, caracterizaremos a las
matrices invertibles. Ademas mostraremos
maneras de calcular la inversa.

Una primera respuesta la obtendremos a través
de los determinantes que comenzaremos a
estudiar a continuacion.

Algebra Lineal - 1. Arratia Z.
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Determinantes

Asociado a cada matriz AEMn(K) existe un elemento
de K, su determinante, que lo denotaremos det(A) o |A]|.

b
Si A= (a dj e M, (x), det(A) =ad - Dbc; por ejemplo,
C

4 -1
=12-7=5
-7 3

Si A es una matriz cuadrada de orden mayor que 2, el
determinante de A se define en forma recursiva como sigue:

Sea A= (aij) matriz de orden n. Llamaremos menor de orden
ij de A, y anotaremos , alMeterminante de orden n -1 que se
obtiene a partir de A, eliminandole la i-ésima fila y la j-ésima
columna.

Algebra Lineal - 1. Arratia Z.

26



El cofactor de orden ij de A, denotado Cij es el numero

i+
Cij=(=D"IM;;
1 5 -2
Por ejemplo,si A=| 0 2?2 1|, Mj3=2, Mjz,=1
-1 -9 -1

Ci3=2 y Czp=-1

El determinante de la matriz de orden n, A =(a;;) es el nimero
n o n

Z(—l)lﬂaijMij:ZaijCij con ISan ﬁJO
i=1 i=1

det( A) =<

n n
Z(_1)1+JaijMij:ZaijCij con I<i1<n fijo
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1 3 -9
Por ejemplo, calculemos el determinantede A=|-2 0 5
2 4 -7

Fijando i =1 tenemos que:

3 .
det(A) =Y (-1)"*a; ;M ; =My —3Mjp —9Mj3 =—20-12+72=40

j=1

 Observe que el fijar i = 1 significé que al
desarrollar la sumatoria intervinieron los elementos
y los correspondientes menores (o cofactores) de
la fila 1.

 El determinante det(A) = 40 se pudo haber
obtenido por seis caminos diferentes. ¢Cual de
ellos es el que necesita menos calculos?

Algebra Lineal - 1. Arratia Z.
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-

\‘Q
) 5 De la definicion dada para los determinantes
siguen las siguientes propiedades:

1. det(A) = det(At). En consecuencia, las propiedades de los
determinantes demostradas para las filas, son también
validas para las columnas. Y reciprocamente.

2. Sitodos los elementos de una fila (o columna) de la matriz A
son cero, det(A) = 0.

3. det( I,) =1, VneIN. En efecto, es claro que det(l,) = 1.
Supongamos que det( Ix) =1, para k € IN. Entonces,

n+l

det(ly,) = (~1)"a;My; = (=1)* -1-det(l, ) =1
=1

Algebra Lineal - 1. Arratia Z.
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Del mismo modo, usando un razonamiento inductivo,
podemos establecer que

. Si A es una matriz diagonal o triangular, det(A) es igual al
producto de los elementos de la diagonal.

. Si  dos filas (o columnas) adyacentes de A son iguales,
entonces det(A) = 0.

Esta propiedad nos permite demostrar que:

. Si dos filas adyacentes o columnas adyacentes de A se
intercambian, se produce un cambio de signo del
determinante.

Lo que nos permite ampliar la propiedad 5:

. Si dos filas (o0 columnas) de A son iguales, entonces det(A)
esiguala O.

Algebra Lineal - 1. Arratia Z.
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¢, Qué sucede con el
determinante de A+B?

En general, det( A +B) # det( A) + det( B)

Sin embargo, existe una propiedad que la enunciaremos en
primer lugar para uno de los casos de orden 2.

a, b
a, d

a, +¢, b‘

a,+c, d

8. Si AeMy(x) y AY 1<k <n, denota la k-ésima columna
de A, entonces

det(AD, ..., AP + AP A=
det(AY,...,A® .. A +det(AD, ..., AP, ..., AD)
1
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Respecto a la ponderacion, en general,
det(aA) # o -det(A)

Pero, utilizando la notacion de la propiedad 8, se tiene que

9. detA?,...,aA®, ... A™)=adet(AV,..., AW, ..., AM)

Y como consecuencia, det(@A)=a" -det(A)

10. Si A y B son matrices de orden n, se puede demostrar que
det (A B) = det(A) det(B)
11. Finalmente una propiedad que sera de mucha utilidad:

Si las componentes de una fila (o columna) de A se

multiplican por un numero o € K vy los resultados se suman a
los elementos correspondientes de otra fila (0 columna), el
valor del determinante no se altera. Es decir,

det(AY,...,A® . AY +0A® . ADM)=det(A)

Algebra Lineal - 1. Arratia Z.
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¢, Como utilizar la
propiedad 11

o
.‘_ anterior?
Si la fila i multiplicada por el numero o la sumamos a

la fila j, anotaremos okj +Fj.

Para calcular el siguiente determinante usaremos la operacion
—2F, +F, ; a continuacién la operacién —4F,+F, Y luego
desarrollaremos el determinante a través de la primera columna:

1 -5 -2 (1 -5 =2
2 =7 =3|=0 3 1| =
4 —12 1 /0 8 9
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Ejercicio: Calcule los siguientes determinantes:

-2 3 5 1 a+b b x+3 -1 1 1 a a?
4 -1 11, |1 a+c¢c ¢/, 7 X -5 1 |, |1 b b?
-1 -4 -7 1 a+d d 6 6 x+2 1 ¢ ¢
,D
‘_

Ejercicio: Clasifique las siguientes
afirmaciones como verdaderas o falsas:

1. det(A*—B?)=det(A+B)-det(A-B), VA,BeM,_(k)
2. det(A+1,)=det(A)+det(I,) < tr(A)=0

3. det(-A) =-det(A), VAeM, (x)
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Definicidon: La matrizadjuntade A=(a;)eM,(K)  es Ia
transpuesta de la matriz de los cofactores de A, es decir,

adi(A) = (-1)""'M ;)" = (C;))" =(C;y)

. . a b . d -b
Por ejemplo, si A= q e Ms(R), adj(A)=
C

-c a
2 -1 0

¢, Cudl es la matriz adjuntade A=|-3 5 6| ? La matriz de los
1 0 1

5 9 -5 5 1 -6
cofactores de A es 12 -1| ;luego adj(A)=| 9 2 -12
-6 —12 6 -5 -1 6
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a b
Observe que si A= (C dj eM,(R),

Ad'A—ab d—b_ad—bc 0
adi(A)= ¢c d/l-¢c a) 0 ad-bc

Gi(A)- A d -b)fa b ad -bc 0
a . = =
4 } -¢ a)\lc d 0 ad -bc

Y si el determinante de A es distinto de cero tenemos que,

1 ] . 1 : .
A .Ldet(A) adj(A) j =1, = (det(A) adj(A) j A

Algebra Lineal - 1. Arratia Z.
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Este resultado es mas general; se puede demostrar que si
A eM,(x)y det(A) es distinto de cero, entonces

A+ oy 2dA) ) =T = oty adi(a) ) A

1
det(A)

adj (A)j

es decir, A es invertible y se tiene que Al = (

Reciprocamente, si A es invertible, entonces
1=det(I,)=det(A-A™") =det(A)-det(A™)
y por lotanto, det(A) =# 0.

Por lo tanto, podemos enunciar el siguiente teorema que
caracteriza a las matrices invertibles:

Algebra Lineal - 1. Arratia Z.
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Teorema: Sea AeM,(x) ; entonces
A invertible < det(A)=0

: -1 1 .
Y en este caso se tiene que A = (det( A) adj(A) )

a b
dj e Ms(R), y ad-bc#0, entonces

Al 1 d -b
ad—bcl-c a

Ejercicio: Calcule la inversa de las siguientes matrices:

Por ejemplo, si A= (
C

s ¢ 2 -1 4 -1 5 1

A:( J, B=|3 -1 6|, C=| 2 1 -3
-2 -3

1 2 1 3 -2 -4
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.'_p Ejercicio: Es verdadero o falso que para
matrices A, B invertibles de orden n se tiene que:

1. det( A )= det(1A)

2. (A+B)Y T=A"T14B"
3. AB) T=BTA""
4. A HT=A

Ejercicio: Determine todos los valores reales de k de modo
que las siguientes matrices sean invertibles:

K 1

K  1+K kT 1f<)(1)1

A:(1k +kj’ B=12 0 =2kl C=l
IR 3 1 k-2

10 0 K
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Operaciones elementales — Matrices escalonadas

Para una matriz A €M,,,,(X) consideraremos las siguientes
“operaciones elementales con las filas de A”:

Permutar dos filas: Si se permuta la fila i con la fila j anotamos

Multiplicar una fila por un numero real: Si se multiplica la fila |
por el nUmero O # 0 esta operacion se anota
ok

1

Sumar dos filas: Sila fila i se suma a la fila j, anotamos
E + Fj

Finalmente, podemos combinar las dos ultimas operaciones y
obtener aF. +Fj

Algebra Lineal - 1. Arratia Z.
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Ejercicio: Verifique que si se realizan las operaciones
elementales indicadas con las filas de la matriz A, se obtiene
la matriz E.

2 6 1 4
A= 1 4|, F,, -2F+F,, F+E, E;, 2E+F, E=/0 1
-1 -3 0 0

Si A, BeM,__ . (k)ysi B se obtiene realizandole a la matriz A un

numero finito de operaciones elementales, entonces se dice que A
es equivalente a B y se anota APeBejemplo, las matrices
A y E del ejercicio anterior son equivalentes.

La matriz E del ejercicio anterior tiene una forma muy particular, es
una matriz del tipo escalonada. A continuacion damos una
definicion de matriz escalonada:

Algebra Lineal - 1. Arratia Z.
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Una matriz AeM,_ .(K) se llama matriz escalonada si
satisface las siguientes condiciones:

« Las filas que tengan todas sus componentes iguales a cero deben
estar ubicadas debajo de aquellas que tengan componentes no
nulas.

« La primera componente no nula de cada fila no nula es 1, vista de
izquierda a derecha. Esta componente se llama “uno distinguido o
uno capital’.

* El numero de ceros al comienzo de una fila aumenta a medida
que se desciende en la matriz.

Si ademas A satisface lo siguiente:

« Todas las componentes de la columna donde aparece un 1
distinguido son ceros,

la matriz A se llama escalonada reducida por filas.
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(. Ejercicio: Decida si las siguientes matrices son
O no son escalonadas. ¢Son escalonadas
reducidas por filas?

1 -1 2 -10 15 0 O
A=0 2|, B=|0O 1 0|, C=|0 0 1 -4
0 O 0O 0 1 o1 -1 2

Teorema: Toda matriz A€M,,,(K) es equivalente a una
matriz Ee€M__ (k) del tipo escalonada reducida por filas.

Si AeM,_. (x), entonces A=E | con E matriz escalonada
reducida por filas. Se define el rango de A como el numero de
filas no nulas de E, que equivale al numero de “unos distinguidos”
de E. Elrango de A lo denotaremos por r(A).

Algebra Lineal - 1. Arratia Z.
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4

=g El rango de la matriz nula es cero: r(O) = 0.

) 5 El rango de la matriz identidad de ordennes n: r(I,,)=n
4 -6 2 -4

Elrangode lamatriz A= 1 1 0 5| es2. jPorqué?
3 -2 1 3

Ejercicio: Determine todos los valores reales de a de modo

que el rango de la matriz M sea 3 si 12 a
M={2 3 1
3 4 a’

Ejercicio: Estudie el rango de la matriz A, dependiendo de

los valores reales de k si T -1 0 1
A=|1 k+1 1 O
1 -4 3 -2
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Un teorema que caracteriza a las matrices invertibles es:

(e
Z@ Teorema: Sea AeM, (x);entonces

A invertible < r(A)=n < A=I,

Y si una sucesiéon de operaciones elementales fila reducen A ala

matriz identidad I , entonces esa misma sucesion de operaciones
. . . -1

elementales fila cuando se aplicana 1_ proporcionan A .

n

Ejercicio: Aplique la ultima parte del teorema para calcular
la inversa de cada una de las siguientes matrices:

5 1o 1 3 1 2 3 3
A:(1 3}, B=| 2 4 1|, C=[3 1 1
S -3 -1 2 Kk -1 -2
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o Las operaciones elementales también se pueden
‘f:ﬂ realizar con las columnas de la matriz.

Sin embargo, para los objetivos de este curso,
usaremos soOlo operaciones elementales con las
filas de la matriz.

Ejercicio: Determine el rango de la siguiente matriz
compleja:
Piel | 1 31 3
A=l 2+1 1 1421 4+1

—I+1 141 141 —1+i
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Matrices elementales

Una matriz elemental es aquella que se obtiene al realizar una
operacion elemental a la matriz identidad 1 .

Usaremos las siguientes notaciones para las matrices
elementales:

E.(a) : se obtiene al realizar oF a I

se obtiene al realizar F; a I,

E;;(a) : se obtiene al realizar aF +F, a I,

Por ejemplo, para orden 3,

1 0 0 1 0 0
E,y=[0 0 1|, E, #=|0 1 0
0 10 4 0 1
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Observaciones

(1) Existe una equivalencia entre realizar a la matriz A una
operacion elemental fila y multiplicar, por la izquierda, la matriz A
por una matriz elemental. A saber,

Eij a\ corresponde a realizar a A la operacion elemental F1 :

Ei()-A : : < aF
E; j(a) - A « « ‘ ‘ oF + Fj
(2) Las matrices elementales son invertibles; en efecto,
E, ] -E; i~ L
E;(0)-E; (é) =1,
E;j(o)-E;(-a) =1,
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(3) La inversa de una matriz elemental es también una matriz
elemental.

=3 Ahora estamos en condiciones de demostrar el
| g teorema enunciado antes y que caracteriza a las
matrices invertibles.

Teorema: Sea A e M, (x); entonces
A invertible < A=I,

i) Supongamos que A es invertible y que A = E, con E matriz
escalonada reducida por filas, E=1_. Entonces E tiene por lo
menos una fila de ceros y por tanto det( E) = 0.

Pero si A = E, el determinante de A difiere del determinante de
E en el signo o en un factor numérico. En cualquier caso
concluimos que det(A) = 0, lo que es una contradiccion. Por lo
tanto se debe tener A =1 .
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i) Supongamos que A =1 ; entoncesl 6 se obtiene realizando
una sucesion de operaciones elementales fila a la matriz A. Esto
quiere decirque E _E _,....E E A=1 ,conkE,,...E
matrices elementales. Como las matrices elementales son
invertibles podemos expresar
A=E'"-E;'-....-E}

= det(A) =det(E ;')-....-det(E }')

= det(A) #0

= A invertible

Del teorema siguen los siguientes corolarios:

(1) AeM,_ (k) A invertible < r(A)=n
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(2) AeM,(x), A invertible < A es producto de
matrices elementales.

Esto ultimo sugiere otro método para calcular la inversa de A:

Ey-......Ey-E{-A=1, = Al=E,-......E,E,

Ademas, prueba el enunciado hecho antes: Si una sucesion de
operaciones elementales fila reducen A a la matriz identidad 1 ,
entonces esa misma sucesion de operaciones elementales fila
cuando se aplicana 1 proporcionan Al

. .. 2 -8
Ejercicio: Exprese la inversa de la matriz A=[1 _J
como producto de matrices elementales.
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Factorizacion LU

Sea AeM,(x). Sial escalonar A no es necesario realizar
permutacion de filas, entonces A puede factorizarse como el
producto LU donde:

L es una matriz triangular inferior con todos los elementos de
su diagonal iguales a 1.

« U es una matriz triangular superior con los elementos pivotes
en la diagonal.

No toda matriz admite
factorizacion LU
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0 1
Por ejemplo, A = (1 O] no admite factorizacion LU. En

efecto,
R A
c d/\0 z 1 0 cX cy+dz
= ax=0
= (a=0 v x=0)
—

L o U no invertible
— A no invertible

Lo que es una contradiccion pues det(A) = -1.
Este ejemplo muestra que,

A invertible =% A admite factorizacion LU
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Ejemplo: Encontremos la factorizacién LU de la matriz

1 1 1
A=10 1 1
1 20
111_1:14_1:3 1 1 1_1:2+1:3 1 1 1
A=]0 1 1 ~ 01 1 ~ 01 1 |=U
1 2 0 0 1 -1 0 0 -2

Lo anterior se expresa con matrices elementales asi:
Ey3(=1)-Ej3(-1)-A=U

= A= (ExnC)) " (EE)Tu
= A = E;3(1)-Ep3()-U

<L

A = L U
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Efectivamente, 1

1

1 1 1 1 0 O
A={0 1 1|=(0 1 O
1 2 0 1 1 1 -2

oS O =
O =

De lo realizado se puede concluir que la factorizacion LU
de una matriz A no es unica.

Ejercicio: Encuentre una descomposicion LU para las
matrices A y B siguientes.

1 1 0 3
-2 2 1 -1 1
A=|3 0 2 B:3_1_12
-L 20 1 2 3 -1
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Sistemas de m ecuaciones lineales
con n incognitas
Un sistema de m ecuaciones lineales con n incognitas se expresa

( dq1Xq4 +aq2Xo +..... +d1nXp = b1
(*)< doq1Xq4 +ado2Xo +..... + donXp = b2
(Am1X1+amaXo +..... +amnXn = bnm

donde A = (aij) € M () es la matriz de los coeficientes del

X1 b
. X9 b2 .
sistemay X = . B-= son las (matrices) columnas
Xn bm

de incégnitas y de términos constantes respectivamente.
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Los nimeros reales (X1, X2,..... , Xn ), formalmente X 9

que satisfacen cada una de las ecuaciones de (*) forman una
solucion del sistema (*).

El sistema (*)

se dice compatible si posee al menos una

solucion y se dice incompatible cuando no tiene solucion.

« 7

Y
) J

Observe que el sistema (*) equivale a la
ecuacion matricial AX = B, con A la
matriz de orden m x n formada con los
coeficientes del sistema, X la matriz
columna de incégnitas y B la matriz
columna de términos constantes.
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Ejercicio: Escriba la ecuacion matricial AX = B que
representa a los sistemas:

2Xq4—Xo + 71X = —1

14 2 3 3 X1—X2—2X3+2X4 = 0
X1+ 4Xo —3X =

1 2 3 3X1+Xo+4x3+9x4 = 0
5X1—2X2+3X3 = 6

Ejercicio: Escriba el sistema de ecuaciones lineales
AX = B que corresponde a las matrices:

2 0 -3 2
A=| 1 -5 -1|, B=|-4
-6 1 1 3

1

A:(452j, 5| -6
1.0 7 I
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Problema: Haga el planteamiento matematico del
siguiente problema: Un empresario tiene tres maquinas
que son empleadas en la fabricacién de cuatro productos
diferentes. Para utilizar plenamente las maquinas, estas
estaran en operacion 8 horas diarias. El numero de horas
que cada maquina es usada en la produccion de una unidad
de cada uno de los cuatro productos esta dado en la tabla.

Prod 1|Prod 2 |Prod 3 |Prod 4
‘__;, Maq 1| 1 2 1 2
Magq2| 2 0 1 1
Maq 3 1 2 3 0

¢ Cuantas unidades de cada producto se deben
producir en un dia, con el
plenamente las maquinas?

fin de wusar
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@ Sistemas de ecuaciones lineales
o homogéneos

Un sistema de ecuaciones lineales se dice homogéneo cuando
la columna de términos constantes esta formada soélo por ceros.

Sea AX=0, con AeMy,(R) un sistema homogéneo;
entonces:

1. AX =0 es siempre compatible pues X = O es solucion de él.

2.Si EeMpn(R) es tal que A ~E , entonces los sistemas
(equivalentes) AX=0 y EX =0 tienen las mismas soluciones.

3. Sielrango de A, r(A) =n, entonces X = O es la unica solucién
de AX=0.

4. Si el rango de A, r(A) < n, entonces existen infinitas soluciones
para AX = O. Estas se pueden expresar en términos de uno o
mas parametros.
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Resolucién de sistemas homogéneos

Ejemplo1 x;+xo-x3 = 0 La matriz de este sistema es:
2X1—2X9+3x3 = 0 T 1 -1
3X{+7Xo—x3 = 0 A=12 -2 3
3 7 -1

Con A, realizamos operaciones elementales fila hasta obtener E

1 1 -1 (1 1 -1y (1.0 -3) (100
A=|2 -2 3|~(0 -4 5|~|0 1 ¥ |~0 1 0|=E
3 7 -1 0 4 2 O 0 7 O 0 1
Como r(A) = 3 = N° columnas de A = N° de incognitas, el sistema
tiene solucion unica y ésta es la misma que tiene EX = O, es decir,
0
s—| 0!, que nos permitimos escribir S = (0, 0, 0)

0
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Ejemplo 2: X|+Xp=3x3 = 0

2x1=4Xz+6x3 = 0 En este caso:

—IX1—=7X92+15x3 = 0

1 1 -3 1 1 -3 1 0
A= 2 -4 6|~|0 -6 12|~/0 1 -2|=
-1 -7 15 0 -6 12 0 O

Como r(A) = 2 < N° columnas de A (N° de incognitas), el sistema
tiene infinitas soluciones. Estas las buscamos en el sistema EX = O:

1 3 PN 1 3
X9 —2X3 =0 Xy = 2X3 7

Asignamos a X3 el parametro A con el fin de expresar las infinitas
soluciones asi:

A 1
S=|2r|=|2|r; AeR. Otambién, S=(1,2,1) A, L e R
A 1
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Ejemplo 3: Resolvamos el sistema de 4 incégnitas:
X-y+4z+5u = 0 ‘

2x+3y—-7z = 0

A (1T -1 4B (1 -1 4 5 (10 1 3
2 3 -70) 0 5 -15 -10) (0 1 -3 -2/
En este caso, r(A) = 2 < N° columnas de A (N° de incognitas) y el

sistema tiene infinitas soluciones. El sistema equivalente EX = O
es:

X+z+3u = 0 X = -z-3u

<
y-3z—-2u = O‘

y = 3z+2u

Asignamos dos parametros: z = A, u = . Las infinitas soluciones

Se expresan. -1 -3
S= 3 A+ 2 u; A, pei.

1 0

0 1

O también, S =(-1,3,1,0)% +(=3,2,0, )u; A, e R
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Ejemplo 4. Determinemos todos los valores de k de modo
que el siguiente sistema tenga soluciones distintas de X=0,
es decir, soluciones no triviales.

OX1—Xo+3x3 = 0
—2X1+4%Xo+6x3 = 0

Xo+(k=-1)x3 = 0

El sistema tendra soluciones no ftriviales si y soélo si r(A) < 3 = N°
columnas de A (N° de incognitas del sistema).

5 -1 3 1 -2 -3 10 1
A=|-2 4 6 [=|0 9 18 |=|0 1 2 |=E
0O 1 k-1 0 1 k-1 0 0 k-3

Por lo tanto el valor de k buscado es k = 3, en cuyo caso las multiples
soluciones del sistema se pueden expresar:

(=1, -2, DA Ae®R
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Ejercicio: Determine todos los valores reales de k de
modo que el siguiente sistema tenga soluciones no triviales:

X1+ X9 — X3 = 0
2X1 —4X2 +kX3 = 0
3Xq+7X9—-%x3 = 0

Ejercicio: ;Para qué valores del numero

real a, el sistema AX = O tiene solucion
unica? Aqui A es la matriz:

U

—1

A= a

SO 'S S

a
a

Algebra Lineal - 1. Arratia Z. 65



Sistemas de ecuaciones lineales no homogéneos

Consideremos el sistema no homogéneo AX
= B, de m ecuaciones lineales con n
incognitas, donde A =(ajj) e My (R) y

Llamaremos matriz ampliada (o0 matriz aumentada) del
sistema AX=B a:

aq1 dq2 d1n ! b1

a a ... @op 1 b
A = 21 22 2n | 2

am'] am2 R amn : bm
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Se tiene que:

El sistema AX =B es compatible siy solo si r(A) =r(A; B)

O equivalente,
El sistema AX = B es incompatible si y solo si r(A) #r(A; B).

Supongamos que AX = B, sistema de m ecuaciones lineales
con n incognitas, es compatible.
1. Si r(A) =r(A; B) =n, entonces AX =B tiene solucion unica.

2. Si r(A) = r(A; B) < n, entonces AX = B tiene infinitas
soluciones que se pueden expresar en términos de uno o
mas parametros.
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Si el sistema AX = B tiene n ecuaciones y n
incognitas, A es una matriz cuadrada de
orden n. Y si el rango de A, r(A) = n,
entonces r(A; B) también es n, A es invertible
y la unica solucién del sistema la podemos
encontrar a través de la inversa de A:
X=A"B
Ejercicio: En las condiciones anteriores, ¢por qué

-1 .. ]
X =BA o es solucion del sistema?

Ejercicio: Usando la inversa de la matriz del sistema,

resuelva x;+x,+2x3 = 9
3X1 +6X2 —5X3 = 0
2X1 +4X2 —4X3 = -2
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Resolucién de sistemas no homogéneos

Ejemplo 1: X+4y-3z = -3
3x+6y—-z = 1

s -[ 1 -3 -8) (1 4 -3i{-3) (10 741
36 111 (0 -6 8i10) |0 1 4 %

En este caso, r(A) = 2 =r(A; B) y el sistema es compatible. Como
n = N° de incognitas = 3, el sistema tiene infinitas soluciones; las

buscamos en:;
7 _ 11
X+AZ = A
-5

y-%2 = %

Soluciones: (_?7, %, 1)7»+(%, ?, 0); LeR
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Ejemplo 2: Estudiemos la compatibilidad del sistema

X{—2Xo+X3 = a
2X1+Xo+X3 = Db
5X2—X3 = C
1 -2 1i1a) (1 -2 11 a 1 -2 1. a
(A;B)=|2 1 1ib|~|0 5 -1:b-2a|=/0 5 -1: b-2a
0 5 -1.¢c) (0 5 -1 c 0 0 0 .:2a-b+c

Por lo tanto, el rango de A es 2.
El sistema sera compatible si y solo si

r(A; B) = 2,
lo que equivale a que a, b, c deben cumplir,
2a—b+c=0
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Ejemplo 3: Determinemos los valores reales de m de

manera que el sistema: ., 2x, 12x; = 1
MX o + X3 = 2
X1+ Xo+mx3 = -1

i) Tenga solucién unica
ii) Posea multiples soluciones
iii) Sea incompatible

12 201 (1 2 2 1
(A:B)=|0 m 1!2|~[0 m 1 | 2|~
1 1 mi-1) (0 -1 m-2!-2
1 0 2m-2 ! -3
~l00 1 2-m ' 2
0 0 (m-1)212(1-m)
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i) Para cualquier numeroreal m, m =1, r(A)=3=r(A; B) y el

sistema tiene solucién unica. En este caso,

1.0 2(m-1) -3 1.0 0 1

(A;B) ~|0 1 2-m | 2%0105ﬁ

0 0 (m-1%1i2(1-m)) |0 0 1!=2

Y la solucidbnes: S = (1, 2 , -2 ), m = 1

m -1 m -1
10 0 -3
i) Si m=1, (A;B)~(0 1 1 2|.,r(A)=2=r(A;B) yel

000 O

sistema tiene multiples soluciones que se expresan:
(0, -1, DA +(-3, 2, 0); Le®R

iii) Para ningun numero real m, el sistema es incompatible.
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» Ejercicio: Analice las soluciones del sistema

X1+ Xo+axz+xg4 = 1
X{+aXo +X3+Xq4 = 2
axXq{+Xo+X3+%X4 = 1

dependiendo de los valores que tome el numero

real a.
Ejercicio: Resuelvael sistema 2x;+x,+x3 = 1
X1+ kX2 + kX3 = 2k
x1+kxo—-kxg3 = k

Para todos los valores reales de k para los cuales existen
multiples soluciones.
¢ Para algun valor de k, el sistema resulta ser incompatible?
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Problema: Una persona invierte
US$20.000 en tres diferentes negocios
que proporcionan utilidades del 5%, 6%
y 8% respectivamente.

La ganancia anual total de las tres
inversiones es US$1.266.

Determine la cantidad depositada en
cada negocio si se sabe que la utilidad
del negocio al 8% es igual a dos veces la
ganancia que deja el negocio al 5%.

Determine la cantidad depositada en cada negocio si se
sabe que la utilidad del negocio al 8% es igual a dos veces la

ganancia que deja el negocio al 5%.
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La Regla de Cramer

La Regla de Cramer nos proporciona un método para
resolver ciertos sistemas de n ecuaciones lineales con n
incognitas.

Sea A matriz de orden n y consideremos el sistema de
ecuaciones lineales AX=B. Si det(A) # 0, entonces A es
invertible y la Unica solucién del sistemaes X = A B.

La Regla de Cramer nos entrega otra manera de hallar esta
unica solucion de AX = B a través de los determinantes;
asegura que,

donde A =det( A) y A; es el determinante de la matriz que
se obtiene al sustituir la i-ésima columna de A por la columna
B de términos constantes.
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Ejemplo: Resolvamos el sistema X1+2x2+2x3 = 1
mX2 + X3 = 2

Il
I
N

X1 + X2 +mX3

para todos los valores de m que hacen que este sistema
tenga solucion unica.

1 2 2
Enestecaso A=|0 m 1 :(m—1)2
1T 1 m

Luego Vme R -{1}, A=det(A) #0 vy el sistema tiene
solucién unica. Calculemos la solucion:
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2 1
Ay _|-1 1 m| (m-1)?
X1 = B 2 7 =
A (m —1) (m —1)
1 1 2
0 2 1
Ay |1 =1 m| 2(m-1) 2
X2: = 5 — 2:
A (m —1) (m —1) m -1
1 2 1
0 2
As |1 1 —1] —2m-1) -2
X3 = = 5 = 5 —
A (m —1) (m —1) m — 1
Solucién: S = (1 m2_1, m21) m # 1
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Problema: Suponga que dos productos A y B compiteny
que las demandas Qp y Qpg de estos productos estan
relacionadas con sus precios pap Y P por las ecuaciones
dedemanda: Qp =17 -2p 5 + %pB ,

QB = 207 -3pA +%pB

Las ecuaciones de la oferta son:
pA:2+QA+%QB,

PE=2+.Qp+3Qp

2 4

que indican los precios a los cuales las cantidades
estaran disponibles en el mercado. En el punto de equilibrio

del mercado las cuatro ecuaciones deben satisfacerse.
Calcule los valores de equilibrio de Qa, Qg, PA Y PB-
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Sistemas lineales y factorizacion LU

Consideremos el sistema AX =B, donde A es una matriz de
orden n que admite una descomposicion LU. Si AX =B tiene
solucion unica, ésta se puede obtener de la manera que se indica
a continuacion:

AX=B < LUX=B << LY=B, con Y=UX

Ejemplo: Resolvamos el sistema

X1+2X9 —X3+X4 = -2
—X{—Xo+2X3—-%X4 = 4
3X1 +4Xo — X3 = -1
2X1+4Xo +2X3+X4 = 7
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La matriz A del sistema admite una factorizacion LU asi:

1 2 -1 1 1 O 0O 1 2 -1
-1 -1 2 -1 —1 1 0 O 0 1 1
A= = X
3 4 -1 0 3 -2 10 O 0 4
2 4 2 1 2 o 1 1 O 0 O
L U
Resolvemos LY = B,
Y1 = =2 -2
_ — 4 2
Y1tYy2 ~ Y=
3y1—-2y,+y3 = -1 9
2y1+y3+ysa = 7 2
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Finalmente, resolvemos U X =Y,

X{+2Xg —X3+Xq4 = —2 2
X5 + X3 = 2 ox_ -1

4x3 —3Xy4 = 9 3
2X4 = 2 1

Solucion del sistema
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Espacios vectoriales
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‘e En el estudio de las matrices y, en
@ particular, de los sistemas de ecuaciones
lineales realizamos sumas y multiplicacion por
escalares con un tipo especial de matrices, las
de orden nx1.

Abusando del lenguaje y la notacion establecimos Ia
correspondencia:

X1
X2
————— (X{,X92,....,Xp)
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Es decir, aceptamos que Mnx1(R) = R" con el fin de
aprovechar la familiaridad que se tiene con los espacios
R2 y R3.

-

~Q En este capitulo estudiaremos conjuntos que
. . .. n
) J poseen propiedades algebraicas similares a R .

A dichos conjuntos se les dara el nombre de
espacios vectoriales y a sus elementos el
nombre de vectores.

En lo que sigue K designara al cuerpo ‘R de los numeros
reales o al cuerpo (' de los numeros complejos.

Algebra Lineal - 1. Arratia Z. 84



Espacios y subespacios vectoriales

Un espacio vectorial sobre el cuerpo K es un conjunto
de objetos V con dos operaciones:

(1) +:VxV > V; (uv) T > u+v

que es asociativa, conmutativa, posee elemento neutro
(cero) y cada elemento posee un inverso.

(2) p: KxV > V; (a,Vv) e > oV
que satisface lo siguiente:
1) o(Bv)=(aB)v; Va,Bpex;, VveV
i) (a+B)V=av+pv; Va,Bex; VveV
i) a(u+v)=au+av; Vaek; VuveV
iv) 1-v=v; VveV,con 1 elemento unidad de K
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R .y .

?ﬁ’@ La operacion (1) es interna en V; se llama suma
lg ] LI 4 .y

o adicidn. La operacion (2) es externa y se llama
multiplicacidn por escalar o ponderacion.

Los elementos de V sellaman vectores ylosde K
escalares. Si K =R , se dice que V es un espacio

vectorialreal. Si K = (, el espacio vectorial V se dice
complejo.
En cualquier espacio vectorial V sobre K se tiene que:
a) 0-v=0, VveV
) a-0=0, Vaex
c) a-v=0 = (a=0 v v=0)
) ).v=-v, VveV
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Eiemplos de espacios vectoriales

(1) Para n numero natural, sea ER” —Rx.... xR
(n veces), es decir,
R" = {(Xq,..... Xn) | XjeR, Vi=1,....,n}
RN con las operaciones siguientes:
(Xq4,..--, Xp)+(a@q,....,8n) =(Xq1+a1,...., Xn +ap)
A(Xqy-eos Xp)=(AXqy...,0Xp), R

es un espacio vectorial real.

-
En consecuencia, SR es un espacio vectorial
sobre si mismo.

Algebra Lineal - 1. Arratia Z.
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El espacio vectorial real ERZ

Y
]
y
T+ y=(X+0 X+ ) (-46)
(-23) 1,
X
x=(xy,%y)
- { »X
-2 o
L
Ln+n
¥
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El espacio vectorial real ERS

X ‘f

Algebra Lineal - 1. Arratia Z.
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gy

Suma en 933

Ponderaciéon en 933
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(2) No solo SR es un espacio vectorial sobre SR . Si IK es
un cuerpo, IK es un espacio vectorial sobre si mismo. En
este caso, la ponderacion coincide con la multiplicacion
del cuerpo IK. En consecuencia, C (hnumeros complejos)

es un espacio vectorial complejo. Pero (C también es un
espacio vectorial real si se considera la ponderacion:
o(a+bi)=aa+abi, aeR
(3) Para m,neIN , el conjunto M, (9 )de las matrices
reales de orden mxn, con las operaciones suma Yy

multiplicacion habituales de las matrices, es un espacio
vectorial real.

(4) El conjunto R[x]de los polinomios en x con coeficientes
reales, con las operaciones suma y ponderacion usuales,
es un espacio vectorial sobre ‘R.
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(5) Para n numero natural, denotemos por
P,[x] = {p(x) € R[x] / p(x) de grado <n}
Pn[X], con las operaciones suma y multiplicacion por
escalares reales, es un espacio vectorial real.

(6) Si AcC R, elconjuntoF(A,R)={f:A — R/ funcion},
con la suma y ponderacion usuales de las funciones, es
un espacio vectorial sobre $R .

P
% ¢Cual es el elemento cero de los

siguientes espacios vectoriales reales?
n
iR ) men (ER)’ Pn[X] y F(A’ ER)
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Los siguientes conjuntos, con las operaciones
suma y ponderacion habituales de los respectivos
espacios, ho son espacios vectoriales reales.

po/

N A={(x,y)eR’° |/ y =2x -3}
B={a+5x%cPy[x] / acR}
C={AeM,(R)/ det(A) =0 }
D={feF(R,R)/ f creciente en R}

Ejercicio: Demuestre que los conjuntos A, B, C y
D mencionados anteriormente, no son espacios
vectoriales reales.

Algebra Lineal - 1. Arratia Z. 93



Cuando un subconjunto W de un espacio
vectorial V sobre el cuerpo K, con las
operaciones de V restringidas a sus
elementos, resulta ser un espacio vectorial
sobre K, entonces se dice que W es un
subespacio vectorial (0o subespacio lineal o
simplemente subespacio) de V.

Por lo tanto,

W es un subespaciodeV = 0y eW
O equivalentemente,

Oy ¢W = W no es subespacio de V
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El siguiente teorema caracteriza a los subespacios de V.

Teorema: Sea V un espacio vectorial sobre K y W
un subconjunto no vacio de V. W es un subespacio de V
si y soOlo si

) ) YuveW = u+veW

i) Vaekx, VueW = aueW

Del teorema anterior sigue que, si V es un espacio
vectorial sobre K, entoncesV y {0} son subespacios
vectoriales de V.
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Ejemplo: Elconjunto D = {(x, y)e ®? / y =x?} no es
un subespacio de R2 pues, por ejemplo, u=(2,4) € D,
v=(3,9)€ D y u+v=(513) ¢ D.

Ejemplo: Elconjunto W ={(x, vy, z)eiR3 /| 2x-z=0} es

un subespacio de R ; en efecto,

W={(x,y, 2x) / x,y eR}
y se tiene que,

) 0=(0,0,00eW y W=xO
i) (X,y,2x)+(a,b,2a)=(x+a, y+b, 2(x+a)) € W
i) a(x,y,2x)=(ax,ay, 2ax)e W
En virtud del teorema enunciado anteriormente, W es
un subespacio de RS .
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Ejemplo: El conjunto U={A € M,(R) /A es simétrica}
es un subespacio de M (R) ; efectivamente,

i) O, eU; puesto que la matriz nula es simétrica.

Luego U = &

) A, BeU = (At=A A B!=B)

- A+B)t=At+B'=A+B
- A +BeU

i) (aeR A Aecl) = (ocA)tzocAtzocA
= aAelU

Por lo tanto, W es un subespaciode M, (R).
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» Ejercicio: Muestre 3 ejemplos de
conjuntos que sean subespacios de
R y 3 conjuntos que no sean
subespacios de RS .

Ejercicio: Demuestre que los siguientes conjuntos
son subespacios del respectivo espacio.

S1={(x, y) eR? | y =4x)
Szz{a+bx+cxzeP2[x] /| a+2c =0}
S3:{(x,y,z,t)eﬂ%4 /| X +3y +4t=0 A y-z+2t=0}

b
s4={£a djemz(m)/ 3a+b-d:0/\20-b:0}
C
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Teorema: Sea V un espacio vectorial sobre K y sean

U y W subespacios de V. Entonces UNW es un
subespacio de V.

Efectivamente, como 0, pertenecea U ytambiéna W,
Oy eUNnW. Ademas siu, v son vectores de UNW

ueU AueV AveU A veW
= u+velU A u+veW
= u+veUnW
Finalmente,si ueUnW y a ek,
uelU A ueW
aouelU A aueW
aouelUnNW

J U
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Es posible demostrar que la interseccion de
cualquier coleccion de subespacios de un
espacio vectorial V es un subespacio de V.

También es facil mostrar que la unién de dos subespacios
de un espacio vectorial V no es un subespacio de V.
. . : 2 .
Por ejemplo, considere los subespacios de R” :
U={(xy) /y=2x}
W={(x,y) / y=3x}
Entonces U U W no es un subespacio de R
¢ Por que?

Algebra Lineal - I. Arratia Z. 100



Combinaciones lineales - generadores

Sea V es un espacio vectorial sobre K vy
@a S={vyq,..... ,Vn} un conjunto de vectores
de V. Una combinacién lineal de vectores
de S (ode wvq,..... ,V, ) €es un vector de la
forma Vv=oqVqi+...... + 0V, donde

OC1,....,OLn e K.

Por ejemplo, el vector v = (-1, -2, 7) del espacio R es
combinacion lineal de los vectores s=(1,-43) vy
t=(-2,5,-1) puestoque v=3s+2t.
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El conjunto de todas las combinaciones lineales
de vectores de S resulta ser un subespacio
vectorial de V; se llama espacio generado por
S (o espacio generado por Vq,..... ,Vn ) Yy se
denota <S> o < {V1, ..... ,Vn}>_

Ejemplo: Determinemos el subespacio generado por los
vectores v1=(10,2) y vo=(0,-1,1) de R :
<{vq, Vo}>={avq+Bvy / o, PeR}
={a(1,0,2)+p(0,-1,1) / o, R}
={(a, -B, 200+B) / a, BeR}
={(X, Y, z)eﬂ%e’ [ z=2x-Yy}
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Ejemplo: Sea S={2-5x+x%, 1-3x+2x%} cP5[x]
¢ El vector p(x)=2-4x—5x2 pertenecea <S>7?

La pregunta equivale a ;existen o, R tales que

oc(2-5x+x2)+[3(1-3x+2x2)=2-4x-5x2?

Esta igualdad nos conduce a 200+ =2
-S5a-3p=-4
o+ 2B =-5

Sistema que resulta incompatible y, en consecuencia,

pg<S>
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Ejercicio: Determine si las
O siguientes afirmaciones, relativas a
°>

un espacio vectorial V, son
verdaderas o falsas:

A) 0e<S> VScV

B) vk=1,....,n, vpe<{v,,..... , Vit >
C) ScT = <S>c <T>

D) <S>=<T> = S=T

Si V es un espacio vectorial y S es un subconjunto de
V, puede ocurrir que < S > = V; en este caso se dice

que S genera a V o que V esta generado por S.

104
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Ejemplo: Consideremos los vectores de 9?3, e1 = (1,0, 0),
e, =(0,1,0) y e3 =(0,0,1). Entonces {e4, e, €3}

genera al espacio 9?3; en efecto,
<{eq, e, e3}> ={a(1,0,0)+b(0,1,0)+c(0,0,1) / a,b,c eR}
={(a,b,c) / a,b,c € R}

—R3

¢ ol

@l 2 b

Puntos en el espacio 933

— 5 (1,2, 0
2, 1,0 % \ )

2, —1,-3)
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\‘Q’ ,
esta gener r e =1
- ‘R g ado por €4

»
>

0 1 .

932 esta generado por
er=(1,0) es =(0,1)

v

-_—

P,[x] esta generado por {1, x, x?} puesto que

2 2

a+bx+cx=a-1+b-Xx+c-Xx

¢ Cuales son los generadores “naturales” de M,(‘R )?
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Dependencia lineal

En ER4, consideremos los vectores u = (1, 0, -1, 0),
v=(0,1,0,-1) y w=(1,-1,-1,1). Entonces,

<{u,v,w}>= {(a+v,B-v,-a-y,-B+v)/a,B,yeR}
={(a,b,c,d) f/a+c=0y b+d=0}
Por otra parte,
<{uvi>={(a,B,-0a,-B)/ a,p e R}
={(a,b,c,d) / a+c=0y b+d=0]

Es decir, <{u, v, w} > = <{u, v} >. Este hecho no es
casual, se deriva de la “dependencia lineal” que existe
entre u, v, w que, en este caso, significa w=u-—v.
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_ Sea V espacio vectorial sobre K vy
(g@ S={vq,..... ,Vn} un conjunto de vectores de V.
Se dice que S es linealmente dependiente
(l.d.) si existen escalares ay,..... ,0n  No todos
nulos tales que oqVvq+...... +0onVp =0

Si S no es |Ld.,, se dice que S es linealmente

independiente (l.i.). Porlotanto S esl.i. si
oqVq+...... +0,Vp =0 = 0;=0, Vi=1,....,n

Por ejemplo, los vectores e4, 5, e3 de %3 son . i.
jdemuéstrelo!
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Sea e, el vector de R" que tiene todas sus componentes
iguales a cero, excepto la i-ésima que es uno. Entonces
el conjunto de vectores {e,, . . . ,e.,}, ademas de generar
a R", es un conjunto I. i.

~

El conjunto {1, x, X2} de generadores de
P,[x] es un conjunto . i.

10 0 1 00 00
E = , E = y E = ’ E =
Los vectores E; (O O] 2 (O 0] 3 (1 0] 4 (O 1)

generan al espacio M,($R8 ) y son . i.

Ejercicio: Demuestre las afirmaciones hechas antes.
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Ejercicio: Determine si los siguientes conjuntos
son |. i.

_ o Si={(11,1), (1,1,0), (1,0, 0)} c RS
o S, ={(1,1,-2), (-1,0, 1), (-1,3,2)}c R
Sy ={1+2x-2x2, 3x +x2, 1-2x%} c Py[x]

ST el R

Ejercicio: Sean V espacio vectorial sobre K, uy v
vectores de V.

a) ¢Bajo que condiciones {v} es I.i.?

b) ;Bajo que condiciones {u, v} es 1.d.?
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Ejercicio: SeaV espacio vectorial sobre K.

Demuestre que:
a) 0eS = Sld

b) (ScT A T li.) = Sl
¢) ScT A S Id.) = Tld.

Ejercicio: Suponga que {v,, v,, v;}es un conjunto
linealmente independiente de vectores de un espacio
vectorial V.

Demuestre que {v, + v, —2v;, 2v, +v;, v, —2v,} es
también un conjunto linealmente independiente de V.
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Base - dimension

Sea V un espacio vectorial sobre el cuerpo K.
Una base de V es un conjunto B de vectores
de V que es linealmente independiente y
generador de V.

Por ejemplo, para cada neIN el conjuntoB={e,,...., e}
de vectores de R" | es una base de R": se llama base

y . n
canénica (o usual) de .

Los conjuntos B = {1, x, x%}

S IR

son las bases canoénicas de Po[X] Y My(*R) respectivamente.
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Todo espacio vectorial
»—< 5 tiene una base?

Si un espacio vectorial posee un conjunto finito de
generadores S, S #{0}, entonces S contiene a
una base de V.

Para demostrar este hecho consideremos S = {v,, ..., v}.
*) Si S es l.i., entonces S es base de V. Si S no es l.i.,
alguno de los vectores de S, llamemos v, depende
linealmente de los demas y el conjunto S = S — {v;} sigue
generando a V. Y volvemos a (*) pero ahora con S().
Repitiendo este proceso llegamos a obtener una base de V
que, al menos, tendra un solo vector no nulo.
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Cada espacio vectorial
_< 5 tiene una unica base?

No, por ejemplo, sea B el conjunto de vectores de R
B={(-2,1,0),(1,3,2), (1,1, 1)}

i) Demostremos que B es linealmente independiente.
Sean q,B,yeR tales que

o(-2,1,0)+p(1,3,2)+v(1,1,1)=(0, 0, 0)

—20+B+y=0 _ | 5
= a+3p+y=0 §|§tema que tiene solucion
unica a=0, =0, y=0
2+vy=0
Luego B esl.i.
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i) Demostremos que B genera a 933 :
Sea (a,b,c)e %’ y o,B,vy€R tales que
a(-2,1,0)+p(1,3,2)+y(1,1,1) =(a, b, ¢)
—-2a+PB+y=a

= a+3p+y=Db
2B+y=cC

Sistema que tiene solucidén unica a=-a-b+2c
B=a+2b-3c
y=-2a-4b +7c

En consecuencia,
(-a-b+2c)(-2, 1, 0) + (a+2b-3c)(1, 3, 2) + (-2a-4b+7c)(1,1, 1) =(a, b, ¢)

Luego B genera a R y B es una base de R3.
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Ejercicio: Determine si los conjuntos S,, S, son
base del espacio P,[x].
S, ={2+3x+x? 3+x, -1+2x+x?}
S,={1+x% 1+x, 2+2x}

Ejercicio: Suponga que {v,, v,, v;}es
una base de un espacio vectorial V.

Demuestre que {v, + 2v, — v;, Vv, + 3v,,
v, + 4v, + 6v; } también es una base de V.
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Un espacio vectorial V sobre K puede tener multiples
bases, pero se puede demostrar que todas ellas, cuando
son finitas, tienen el mismo numero de elementos (la
misma cardinalidad). Este hecho nos permite entregar el
siguiente concepto:

Si V es un espacio vectorial sobre K
gue tiene una base B con n vectores,
entonces se dice que V es un espacio de
dimension finita y el numero entero n se
llama dimension de V.

Si V tiene dimension n, anotaremos dim,V =n o
dim V = n, si no hay lugar a confusion.

Algebra Lineal - 1. Arratia Z.
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En consecuencia,
dim ® =1, dim R" =n
dim Py[x]=3, dim P,[x]=n+1
dim My(R)=4, dim M, (R)=mn

Cual es la dimensidén
del espacio {0}

El espacio V = {0} no posee base, sin
embargo se le asigna la dimension cero:
dim {0} =0
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Ejemplo: Determinemos la dimension del subespacio
de P,[x], W={a+bx+cx? /| 2a—b + 4c =0}
Se tiene que W ={a+bx +cx? / b=2a +4c }
={a+ (2a + 4c)x +cx? a, ceR}
={a(1 + 2x) + c(4x +x2) /| a,ce R}
=< {1+ 2x, 4x+x2}>
Siendo B = {1 + 2x, 4x + x? } un conjunto generador de
W vy linealmente independiente, puesto que B tiene dos

vectores y uno no es “multiplo escalar” del otro, B es una
base de W, luego dim W = 2.

Algebra Lineal - 1. Arratia Z.

119



Observaciones:

1) La dimensién del espacio vectorial real C de los
numeros complejos es 2. Pero si consideramos a
C como espacio vectorial sobre si mismo,
entonces C es un espacio de dimension 1.

Justifique esta afirmacion.

2) Existen espacios vectoriales que no poseen una
base finita. Dichos espacios se dicen de
dimension infinita; por ejemplo, el espacio
vectorial real C([a, b]; SR), de todas las funciones
reales continuas en [a, b] tiene dimensién infinita.

Muestre otro ejemplo de un espacio vectorial de
dimension infinita.
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Sea V un espacio vectorial sobre K de
dimensién finita n. La demostraciéon de los
siguientes teoremas queda de ejercicio.

1. Si S={v,,...., v} V, conm>n, entonces S es |.d.
2. Si B={vy,....,v,tc V esl.i., entonces B es base de V.
3. Si B={v,,....,v} ©V esgenerador de V, entonces B

es base de V.
4. Si W es un subespacio de V, entonces dimW<n

5. Si W es un subespacio de V tal que dim W = n, entonces
V=W,
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En un espacio vectorial V de dimension finita,
un conjunto linealmente independiente de
vectores de V puede completarse hasta
formar una base de V.

Teorema (Completacion de base)
Sea V espacio vectorial sobre K de dimension finita n.

Si {vq,..... ,Vk} <V, conk<n, esun conjunto lineal-
mente independiente, entonces existen vectores
VKkidyenn-- Vi eV talesque {V1,....,Vk,Vk+1,...,Vn}

es base de V.

Ejercicio: Demuestre el teorema precedente.
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Ejercicio: Considere el subespacio de M,(R),

wz{(a ZJ / a-2b+c-4d=0 A a+b-3d=0}
C

a) Determine una base S para W.

b) Encuentre una base B de M,(R) que contenga a la
base S de W.

Ejercicio: Determine todos los valores del numero k
de modo que el conjunto

B={(1,1,-1), (3, k k), (4, k, 0)}
sea una base de R’.
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~g° o :

- El siguiente teorema nos proporciona otra
caracterizacion para las bases de un espacio
vectorial de dimension finita.

Teorema: Sea V espacio vectorial sobre K y sea

B={v,,....,v,} conjunto de vectores de V.

B esbasedeV <  todo vector v de V se escribe
de una unica manera como
combinacion lineal de los

vectores de B.

Ejercicio: Demuestre el teorema precedente.
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El teorema precedente asegura que para cada veV
existen unicos escalares a,..... ,o, €k tales que

Estos escalares reciben el nombre de
coordenadas del vector v con respecto
a la base (ordenada) B y se denotan

[V]B =(OL1, ..... ,OLn)

n ,
Observe que [v]g es un vectorde K . Por esta razon,
muchas veces es llamado vector coordenado.
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Ejemplo: Las coordenadas del vector v = (6, -5) R con
respecto a la base canonica E ={(1, 0), (0, 1)} de R2 son

[V]E = (6’ - 5)

¢,Cuales son las coordenadas de v = (6, -5) con respecto
a la base ordenada B ={(5,-3), (2,-1)} ?

Debemos resolver para o, PR la ecuacion
(X(5, _3)+B(2’ _1):(63 _5)
(G es degir, 50.+23=6
\ -3a—-PB=-95
2N
De aqui, [v]lg =(4, -7)
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Ejemplo: Sea veR tal que [vlg =(1,-1,2), donde B es
la base ordenada B = {(1, -1, 3), (1, 0, -2), (3, 1, -1)}.
¢,Cual es el vector v? Determinemos [ v ] , donde C es
labase C={(1,0,1), (1,1,2), (1,1, 4)}.
El vectores v=1(1,-1,3)-1(1,0,-2)+ 2(3,1,-1)= (6, 1, 3)
Determinemos a, 3,y € R tales que
o(1,0,1)+p(1,1,2)+v(1,1,4)=(6,1, 3)
Esto requiere resolver el sistema compatible
oa+P+y=06 —
B+y="1 g\\

a+2B+4y=3 N\

Obtenemos [V ]. = (5, 3, -2)
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Ejemplo: Consideremos la base ordenada de P,[x]
B={1+x% 1+x, 2+3x°}

Determinemos las coordenadas del vector
p(x) =4 +5x-3x? con respecto a la base B, esto es,
encontremos @, 3,y € R tales que
a(1+ X2 )+ B(1+ X)+ (2 + 3x%) = 4 + 5x — 3x?
Reordenando e igualando polinomios obtenemos el
sistema: oa+p+2y=4
= B=35

0
\ a+3y=-3
2 cuya solucion nos conduce a

[p(x)lg = (3, 5, -2)
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Sea V espacio vectorial sobre K y B una base
ordenada de V. Entonces,
(1) [v+ug=[Np+lulg, VvueV
(2) [avlg =a[vlg, VVeV, Vacecxk

Ejercicio: Sea B={v,, v,, v;} una base ordenada

de R3. Determine los vectores de B si se sabe que
-1,1,1), (1, 1,2) y (3, -1, 1) son las respectivas
coordenadas, segun la base B, de los vectores e,, e,,

e, de la base canénica de R3.
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Suma y Suma directa

Sea V un espacio vectorial sobre K y sean U, W dos
subespacios de V.

Ya mencionamos que la union de U y W no es,
necesariamente, un subespacio de V. Definiremos U + W,
la suma de U y W; esta resultara ser un subespacio de V
gue contendra a ambos subespacios.

@

?Za Lasumade Uy W es:
U+W={veV /v=u+w,uel, we W}
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Se tiene que:

) 0,=0+0, con 0eUy 0eW

i) Si vi=u,+w, y Vv,=u,+Ww, sonvectoresde U + W,
entonces v, +v,=(u; +u,) +(w,+w,) e U+ W.

iii) Si o € x,entonces avi=oUui+oawieU+W

Por lo tanto U + W es un subespacio de V. Ademas se
puede establecer que:

() UcU+W y WcU+W

(2) SiU=(S) y W=(T), entonces U+W =(SUT)
(3) dm(U+W)=dimU + dmW - dim(UnW)
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2, Puede suceder que dim(U + W) = dim V,
es decir, V=U+ W. Por ejemplo, RE=U+W
donde U:<{(’I, 0), (O, 1)}> y W :<{(3, 1)}>

En efecto, es claro que U+W R
Por otra parte, si (X, y)e 2, entonces

(x, y)=(0, y-%) + (X, %) cU+W

Si V=U+W, los vectores de V no necesariamente se
escriben de manera unica como una suma de un vector
de U y un vector de W. En el gjemplo anterior,
(3,3)=2(0,1)+ (3, 1)
(3,3)=-6(1,0) + 3(3, 1)
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Observe que:

V=U+W < VvVveV, JueU, IweW: v=u+w

Sea V un espacio vectorial sobre K vy

fi’ sean U, W dos subespacios de V. Se dice

que V es la suma directa de U y W, en cuyo
caso se anota V=UDW si

VveV, JlueU, AweW: v=u+w

Ejercicio: Sean U=<{(0,1)}> y W=<{3,1)}>
subespacios de R?. Demuestre que R? es suma
directade U y W.
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Una caracterizacion util de la suma directa la entrega el
siguiente teorema:

Teorema: Sea V un espacio vectorial sobre K y sean
U, W dos subespacios de V.

V=UdW < (V=U+W A U~W={0})

Ejercicio: Demuestre el teorema precedente.

Consecuencia del teorema anterior es la siguiente:
v : : . : e
@ ) Si V esun espacio vectorial de dimension finita y

V=U®W , entonces dimV =dim U + dim W.
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Ejercicio: Considere los subespacios de R?
U1 ={(X,y,z) : X+y+Z=0}
U2=<{(1!1!1)}>

Demuestre que R3® es suma directade U, y U,

Ejercicio: Sean S, y S, los subespacios de M,(R)
2 Si={AeMy(R) / A diagonal }

szz{(i zjeMz(iR) / d:O}

¢Es M,(R) suma directade S, y S,?
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[ Dado un subespacio U de V, ;existe un
"suplementario” de U? Es decir, existe un
subespacio W de V tal que V=U®W .

Teorema: Sea V un espacio vectorial sobre ¢ de
dimension finta n y sea U subespacio de V.
Entonces existe W subespaciode V tal que V=UDW .

En efecto, si U =V, basta tomar W = {0}. Supongamos
que dmU=k<n ysea {v,,...,V} unabase de U.
Por el teorema completacion de base, existen v,.q, ...,
v, vectoresde V talesque {v,,....,v,} esbasedeV.
Sea W= {v,...,V,} ; entonces V=UBW .
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~ g~ El suplementario de un subespacio U no es
unico. En ERZ cualquier par de rectas no
colineales que pasen por el origen, estan
asociadas a subespacios suplementarios.

Ejercicio: Considere el subespacio de £R4,
U={(x,y,z,t) : x-2y+z-4t=0 y x+y+2z=0}
Determine W subespacio de R tal que R =UDW.

N

AN
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Espacios con producto interior
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En esta unidad, todos Ilos
espacios vectoriales seran reales

Sea V un espacio vectorial sobre *R. Un producto interior
> R

(p.i.) en V es una funcion <,>:VxV >
(u, V) R »<u,Vv>

que satisface lo siguiente:
) <Uq{+Up, V>= <Uq,V>+<Ug, V>, VUqUp,VveV

i) <auv>=a<uVv> VaeR, VuveV

i) <u,v>=<v,u> VYuveV

iv) v#0 = <v,v> es positivo

< u, v> se lee producto interior (o producto escalar) entre
los vectores u y .
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Un espacio con producto interior es
un espacio vectorial V con un p.i.
definido en él.

Observaciones:

(1) Cuando el espacio V es complejo, las condiciones
exigidas para que una funcidon sea p.i. son diferentes. A
saber, <U, V>=<V, u> VYu,veV.

(2) Si (V, <,>) es un espacio con p.i., entonces
) <U, Vi+Vo>= <U,Vq{>+<UVy > VUVqVpeV
i) <u,av>=a<uv> VYaeR, VuveV

Algebra Lineal - I. Arratia Z. 140



Mas aun,
<U,0qV{+....+0pVp >= 04 <U, V4> +....+0pn <U,Vp >;
VU,Vq,...,Vp €V, Yaq,...,0n € R

(3) Si(V, <,>) esun espacio con p.i., entonces
<V, v>=0 < v=0
(4) En un espacio vectorial V pueden estar definidos varios
p.i. Por2ejemplo, las siguientes funciones constituyen
pi.en N

f((x,y), (a,b))=xa+yb
g( (x,y), (a,b))=xa—-ya—xb+4yb
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Ejiemplos de espacios con p.i.

Para n nimero natural, los espacios R", M,(R) Y

Pa[X] son espacios con p.i., si se considera:
n

<(X1y---sXpn)s (Y1s-eeih¥Yp)> = in 7

i=1
<A B> = trBA)

<p(x Ip

respectivamente.

.p n . 1 -
® Ejercicio: Demuestre que efectivamente las
funciones <, > definidas antes son p.i. en los
respectivos espacios.
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En lo que sigue, siempre que no se diga algo en
contrario, los espacios R", Mp(R) y P,[x] se
consideraran con los productos interiores definidos

antes que son llamados p.i. canénicos o usuales.

Ejercicio: Calcule

a) <(3,-5,1,-2), (7,4,-2,3>

o< [2 0) (7 -8
(-5 9)’(1 —1j>

c) <x?+5, 2x+1>
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Definiciones: Sea V un espacio con p.i. <, >.

1) La norma o longitud del vector v de V es el numero real

IVII=+v<v,v>
2) La distancia entre los vectoresu y v de V es

d(u, v) = [[u-v]]

3) El vector v de V se dice unitariosi ||v ]| =1.

Si el vector v de V, v=0_  no es unitario,
Y

entonces —||v|| lo es. Por ejemplo, el vector

v =(3, 0, 4) no es unitario puesto que || v || = 5,

pero L:(i 0, i) lo es.
Ivil \5° 3
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Ejercicio: Calcule la norma de u y la distancia entre

u—2vy 3u+v siu=(3,0,4,0) y v=(1, -5, 2, 6)
4

son vectores de ‘R .

. (4 -2y L (T -1
Ejercicio: Si A—[_1 5], B—(1 3]6M2(ER),

calcule la longitud de A y de A -B.

Ejercicio: Muestre ejemplos de vectores unitarios
u,, U,, u; de los espacios RS, Ms(R) v P4[X] que no
sean los de la base candnica de esos espacios.

Algebra Lineal - 1. Arratia Z.
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Observaciones:

e Si XeR, |Ix|l=<x x>=1x% =|x|

¢ Si v=(xy)eR?, ||V]

Coincide con lo
aprendido: distancia
entre dos puntos del

plano y

o

(-

4

= J< v, v>:\/x2+y2

v
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Si v=(x,y,z)e€R3, V] =+/<V, v>:\/x2+y2+z2

25| vl
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« Si (V, <, >) es un espacio con p.i., se puede
demostrar que:

) v|[[20; VveV

i) v||[=0 < v=0

i) |[|lav]= allv]|; VYaeR, VveV

iv) |[[v+ul]l < ||v][+||u]l]; VVv,ueV

(Desigualdad triangular)

No es dificil demostrar i), ii) y iii) anteriores. La
demostracion de iv) es consecuencia de otro teorema
conocido como la Desigualdad de Cauchy-Schwartz:

|<v,u>| < ||v]| [[u]]; Vv,ueV

dandose la igualdad si y solo si v y u son linealmente
dependientes.
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« Si (V, <, >) es un espacio con p.i., las propiedades
enunciadas para la norma || || permiten demostrar lo
siguiente para la distancia entre vectores:

d(v,w)=|lv-w||

i) d(v,u)>0; Vv,ueV ) - -
i) d(v,uy=0 < v=u @&

i) d(v,u)=d(u, v); Vv, ueV

iv) d(v, u) <d(v, w) +d(w, u); Vv,uweV

(Desigualdad triangular)
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La Desigualdad de Cauchy-Schwartz le da sentido a la
siguiente definicion:

9 entre los vectoresu y v de V es tal que
<uV>

Fu ([} v ]

8:005_1( ~uv2 j
9 [Fu (]l vl

cos 9

v

Definicidn: Sea V un espacio con p.i. <, >. El angulo

Algebra Lineal - 1. Arratia Z.
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Ejemplo: Calculemos el valor del nimero real k para

que el angulo formado por los vectores u=(1,k, 1) y
v=(1,1,0) sea % radianes.

8:0031{ 1+ K j:%@ 14k 1
Vk2 1+ 242 Jok2 44 2

< k=0

Ejercicio: Calcule el angulo entre los vectores
a) u,=(1,-4, 2) y u,=(-5,1, 1)
b) V1=(1!'1’1!'1) y V2=(2, 05 35 5)
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Definicion: Sea V un espacio con p.i. <, >. Se dice que:

1) Los vectores u, v de V son ortogonales o
perpendiculares si <u,v>=0.

2) El conjunto S de vectores de V es un conjunto
ortogonal si todos sus elementos son ortogonales entre
Si.

3) El conjunto S es ortonormal si es ortogonal y todos sus
elementos son unitarios.

@

|

ulv & <uv>=0
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-

‘@/ Por ejemplo, en 9?2 los vectores u = (a, b)
y Vv = (-b, a) son ortogonales puesto que
<u,v>=0.

Sea B={e, ...., e} labase canonica de R" Los
vectores de B tienen la siguiente caracteristica:

1 sii=|
< €, ej > = o _
Sl 1# ]
En consecuencia, B es un conjunto ortogonal. Mas aun,
B es un conjunto ortonormal puesto que

||ei||:\/<ei,ei>:\/7:1, Vi
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153



Observaciones: Sea V espacio con p.i. <, >

1. El vector 0 es ortogonal a todos los vectores de V.
En efecto, si v es cualquier vector de V, podemos

escribir
<VvV,0>=<v,0+0 >

= <V,0>=<vVv,0>+<v,0>
= <Vv,0>=0
2. Si S es un conjunto ortogonal de vectores de V,

v
S° = { | Ve S} es un conjunto ortonormal

vl
Y u 1 1

pues < : > = <v,u>=0
vl [Tull IRAIRIR]
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Ejemplo: Determinemos todos los valores reales de k
de modo que los vectores u=(k? 2, k) y w=(k, 3,-7)
sean ortogonales.
<u,w>=0 <& k¥+6-7k=0
< (k=1)(k-2)(k+3)=0
< k=1 o k=2 o k=-3

Ejercicio: Para qué valores del nimero real k los
siguientes vectores son ortogonales (p.i. usuales):

a) u,=(k1,2K) y u,=(4,3k k+10, k)
b) p(x)=x y q(x)=x-Kk

k2 —4 1 -1
c) A:[2 kj y B:(k 2}

Algebra Lineal - 1. Arratia Z.
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Teorema de Pitagoras:

Sea V un espacio con p.i. <, > y sean u, v vectores de
V talesque u Ll v. Entonces

i/ 2 2 2
2 lu+vi?=|ul? +1lv]

Ejercicio: Sea V espacio con p.i. <, >. Demuestre
que para todo u, v vectores de V se tiene que:

fu+v]?+ Jlu=v]?=2(][ul+]vI?)

(Ley del Paralelogramo)
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Complemento ortogonal

Resolvamos el siguiente problema:
Sea S={(1,-2,3), (-2,5,-1)} < R°  Encontrar dos
vectores unitarios y ortogonales a los vectores de S.
a) Queremos (x, Yy, z) tales que <(x,vy,z),(1,-2,3)>=0 vy
<(x,V, z), (-2, 5,-1)>=0. Por lo tanto debemos resolver
Xx—-2y+3z = 0
—-2X+5y—-z = 0

Obtenemos infinitas soluciones para este sistema:
(-13,-5,1)A; Le R
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b) Escojamos dos de estas soluciones: v, = (-13, -5, 1)
y v, =(13, 5, -1); entonces v, y v, son ortogonales a
los vectores de S.

c) Pero v, y v, no son unitarios puesto que

|vill= 195 =] vy]|.

d) Entonces los vectores
1
Uq = Y, Uy =
1= g5 1 Y Y27 Tfgs

satisfacen lo pedido.
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Definicidn:. Sea V un espacioconp.i.<,>y ScV.

El complemento ortogonal de S es el conjunto,

<

%::ﬁ SL:{veV [ vL1Xx, VXES}
Z{VEV [ <v,x>=0, VXeS}

Ejemplo: Si S = {(1, -2, 3), (-2, 5, -1)} =R° (problema
precedente), entonces el complemento ortogonal de S es
St ={(xy,z2)eR3/<(x,y,2),(1,-2,3) >=0 A
<(X,9,2),(-2,5,-1)>=0}
:{(x,y,z)eERB/ X-2y+3z=0 A -2x+5y-z=0}
:<{(-135 _551)}>
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Si V es un espacio con p.i. con elemento cero 0,
entonces {0y }- =V y V' ={0y}

@

@ Teorema: Sea V un espacio con p.i.
&

<,>y ScV, S#®. Entonces S’es

un subespacio vectorial de V.

Efectivamente, como 0 es ortogonal a todos los vectores
de V, en particular 0 es ortogonal a todos los vectores de
S; luego O ST, Ademas

u,VeSL:> <u,Xx>=0 A<v,x>=0, VxeS
= <U+V,X>=<UX>+<V,X>=0, VYxeS

— U+veSt
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Finalmente,
aeR yUESJ':> acR y <u,x>=0, ¥Yxe$S
= <oUu,X>=a<u,x>=a-0=0, YxeS

— queSt

Ejercicio: Considere el espacio M,(R) con p.i. usual.
Determine el complemento ortogonal del conjunto

=l sk 6 )

Cual es el complemento ortogonal de T si se
considera el p.i. <A, B>=tr( A'B)?

Algebra Lineal - 1. Arratia Z.
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Observaciones:

1. Sea V espacio con p.i. <,> y W un subespacio
deV talque W=<{w,,....,w.} > Entonces,

Efectivamente, ve WL = viw, y'weW
= v.ilw;,Vi=1....,K
= VE{W1,....,Wk}J‘

Por otra parte, sea ve{wy,..., Wk}L

y weW, entonces
W = qWq +.... +OKWk, CON Q,..., 0 €R Y

<V,W>=0q <V,Wq>+....+a <V,W, >=0

. 1
es decir, veW
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2. Sea V espacio con p.i. <, > de dimension finita
y W un subespacio de V. Entonces,

dimW + dimW! =dimV y V=Wow!

Ejercicio: Sea W el subespacio de R° ,
g W=<{1, 2 1), (-1, 0, 1), (-1, 4, 5)}>.
I} Determine la dimension del complemento
ortogonal de W.

Ejercicio: Encuentre una base para el complemento
ortogonal del subespacio de 9%4,

U={(x,y,z,u)/x+y+3z—u=0 y x—-z+2u=0}
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Bases ortogonales - ortonormales

Teorema: Sea V un espacio con p.i. <, > Todo
conjunto S ortogonal de vectores no nulos de V es
linealmente independiente.

En efecto, sea S ={v,, ... ., v} ortogonal y tal que v; =0, Vi .
Sean aq,...,ax €R tales que aqvq+....+ oV =0 ; entonces
Vi=1,2,.....,k, <Vj, oqVq+.....4+ 0,V >=0
=g <Vj,Vq4>+....+ 0 <Vj, Vg >=0
= a<Vj,V;>=0
= o|lvi[I°=0
= a;=0 Luego S esl.i.
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Consecuencia del Teorema anterior es:

Si S es un conjunto ortogonal de
vectores no nulos de V, entonces
card(S)< dim(V)

Sea V un espacio con p.i. <, > de dimension finita.
Sabemos que V posee bases pero éstas no son
necesariamente ortogonales (ortonormales).

La construccion de una base ortogonal (ortonormal) a
partir de una base del espacio V es un resultado
importante conocido como “Proceso de ortogonalizacion
de Gram-Schmidt”.
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Proceso de ortogonalizacion de Gram-Schmidt

SeaB ={v,,..., v} base de V, espacio con producto
interior <, >. Proceda a considerar los vectores:

W1 = V1
<Vo,Wq >
Wo =Vo — 5 W1
| wq ]
<Vg,Wo > <Vg3,Wq>
W3 =V3 — 5 Wo — 5 W1
w2 || | wq |
<Vp, Wpq > <Vp, Wq >
Wp =V, —— ”12 Wp—-..... ——10 12 W
|l Wn_1 || w1l
Entonces B, = {w,, ..., w.} es una base ortogonal de V.
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Wn
[lwqll ™

TTw ”} es una base ortonormal de V.
n

¢, Como funciona
este Proceso?

Para comprender

el proceso, definamos Ia
“proyeccion del vector v en el vector u” como

<V,U>
pry(v) = —==
|ul|?

u
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Entonces los vectores w, y w, de la base B, son:
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Ejemplo: Sea B la base de 3, B ={(1, -1, 1), (1, 0, 1),
(1, 1, 2)}. A partir de la base B construyamos una base
ortonormal para 9%3.

wi=(1-1,1)
wy =(10,1)- =001 (1"12’1)> (1,-1.1) =(1,0,1)-2 (1,-1,1)
I[(1,-1, D] 3
12 1
333
<(11,2), 3.4 D> 12 1. <(1,1,2).(1,-1.1)
wa =(11,2)— 373 3% (=, 5, o). gl T o Mg )
’ IR 338 -1,)P
512 1. 2 1 1
:(1’1’2)_5(5’ 5’5)'5(17'1’1):('570’5)
169
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Entonces, By = {(1,-1,1), (%%%) (-3 0,1)} es una
base ortogonal de R3.

\ 6 1
Como |[|w4q]|=+3, ||wsoll="%, [|wq||l=—,
|[w1l| w2 || 3 || wq ] Z

B _) 11.11) L A
Bo_{ﬁm, 1,1),\@(1,2,1),&( 1,0,1)}

es una base ortonormal de ER3.

Ejercicio: Encuentre una base ortogonal para %> a
partir de labase B={(1,1,1), (0,1,1), (0,0, 1)}.
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Ejercicio: Aplique el Proceso de ortogonalizacién de
Gram-Schmidt a las siguientes bases de 933:

% a) B={2,1,0), (1,1,1), (1,0, 3)}

b b) B={(1,1,0), (1,0,1), (0,1, 1)}

Ejercicio: Encuentre una base ortogonal para los

siguientes subespacios de R y M,(R):
U={(x,y,z,u)/x+y=0 y z+u=0}

ab
Wz{[ dJeMz(iR) | a=0 A c=0}

C
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Observacion:

Si V es un espacio con p.i. <, > de dimension finita vy

B,={w,, . ... w,} es una base ortogonal de V, las
coordenadas del vector v de V con respecto a la base
B, son a; = <V’W‘2>. En efecto, como v:Zaiwi ,
para cada i = 1,|!V.v.i|! n, =1
<V,Wi>=<0qWq +....+A[Wp, W; >
=0 <Wq,Wij>+....Tt0[ < W[, W;>

=) < Wj,W; >

2
= o || will
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Proyeccion ortogonal

Sea V un espacio con p.i. <, > y W un subespacio de V

con base ortogonal {w,, ........ , W,}. La proyeccion
ortogonal del vector v de V en el subespacio W es el
vector K
- <V,W;>
V:er(V):Z > Wi
= |lwill
i=1
.’V
i.F"'W(V)
)}
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La aplicacion p:V »W ; definida
por p(v) = v, se llama proyeccion
ortogonal de Ven W.

Ejemplo: En %° consideremos el subespacio W
generado por S = {(1, -2, 3), (5, -1, 0)} y determinemos la
proyeccion ortogonal del vector v = (4, -1,6) en W.

i) S es unabase de W pero S no es ortogonal.

ii) Aplicamos a S el Proceso de Gram-Schmidt y
obtenemos S, = {(1, -2, 3), (3, 0, -1)} base ortogonal de W.

ili) La proyeccioén ortogonal de ven W es:

_ 12 (4 3 i
v=12(01,-2,3)+ 33,0,-1)
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Ejercicio: Encuentre la proyeccion
ortogonal del vectorv=(1, 1, -1) de R®3 en
el subespacio U={(x,y,z) /| x—-y -2z =0}

Ejercicio: Sea W = <{(1,0,1,0), (1,0,3,0), (2,1,4,1)}>.
Determine la proyeccién ortogonal dev =(1,1,1,-1) en W.

7] Ejercicio: Encuentre la proyeccion
—\/— 1 1 .
IVE ortogonal de A=[_1 o] €N el subespacio de

M,(R) generado por (1) ;] y [g 2]
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Transformaciones lineales
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Sean V. y W espacios vectoriales sobre
el cuerpo K de los numeros reales. Una
transformacion lineal o aplicacion lineal de V
en W es una funcién T :V » W que
satisface:

1) T+v)=Tu)+T(v); Vu,veV

1) T(av)=aT(v); Vaek;, VveV

Si T es una transformacion lineal de V en W, entonces
T(vy+..... +vy)=T(vp)+..... +T(vy)

Mas aun, T(oyvy+..... +0o,Vy) =0y T(v)) +..... +ou, T(vy),
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Si T es una transformacion lineal de V en W, entonces
T(0) = 0. Esto se enuncia de manera equivalente asi,

T(0)0 = T noesaplicacion lineal

Eiemplos de aplicaciones lineales

1) Consideremos f: R — R lafuncion f(x) = 4x.
Entonces,
f(x +a) =4(x + a) = 4x + 4a = f(x) + f(a)
flax)=3(ax)=0a(3x)=oaf(x)

Por lo tanto, f es una aplicacién lineal. Pero si definimos
g(x) = x + 4, g no es una aplicacion lineal puesto que
g(0) # 0. Observe que la funcion g tampoco cumple las
condiciones i) y ii) exigidas para ser transformacion lineal.
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Las siguientes funciones de R en R no son lineales:

f(x) = x? f(x) = /X f(x) = &

f(x)=e” f(x) = In x f(x) = cos x

2) Sea T: R> - %2 la funcidn definida asi,
T(X,y,2)=(2x—-y +z, y+ 32).
Entonces T es una aplicacion lineal. jDemuéstrelo!
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Ejercicio: Muestre un ejemplo de una aplicaciéon de
R3 en SRZ que sea lineal y otro que no sea lineal.

3) Consideremos F: Mpyn () = Mpym (R);  F(A) = A
Entonces, F(A +B)= (A +B)' = At +B' = F(A)+ F(B)
F(aA) = (aA) =a Al = o F(A)

Por lo tanto F es una transformacion lineal.

4) Lafuncion T: Ps[x] - Py[x]; T(p)=p'= > es lineal; en
efecto,
T(p+tq)=(p+tq)=p +q =T(p)+ T(Q)
T(@ap)=(ap)y=ap =aT(p),aeR
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Destacamos los
siguientes dos
ejemplos

5) SiV y W son espacios vectoriales sobre K,

TO: V > W, TO(V)ZOW
es una aplicacion lineal

6) SiV es un espacio vectorial sobre K la funcién
I[: V> V; I(u=u
es lineal; se llama aplicacion identidad de V.
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B El siguiente teorema nos ensefa a extender a
e todo el espacio dominio, una aplicacion lineal que
se conoce solo en una base de dicho espacio.

Teorema: Sean V un espacio vectorial sobre K con

base B = {vy{,.....,v,} ¥y W un espacio vectorial sobre K .
Si wi,..... ,Wn, € W entonces existe una unica aplicacion
lineal Tde VenW talque T(v;)=w;, Vi=1,....,n.

En efecto, si veV, existen unicos ay,..... ,an € k tales que

La aplicacion T de V en W definida por:
T(v)=aywi+.....+ 0, W,
satisface lo requerido en el teorema.
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Ejemplo: ;Cual es la aplicacion lineal T de %% en R tal
que T(1,0)=(-3,1) y T(0,1)=(5,-4)?
Sea (a, b) eR?, entonces (a, b)=a (1,0)+b (0, 1).
La aplicacion T que satisface lo requerido es:
T: R — %2 ;T(a, b)=a(-3, 1) +b(5, -4),

0 mas precisamente, T(a, b) = (-3a + 5b, a - 4b).

¢ Cual es la aplicacion lineal T si se quiere que T(4,-3) =(-3, 1)
y T(-3,2)=(5,-4)? En este caso debemos escribir,

(a, b) = (-2a — 3b) (4, -3) + (-3a - 4b) (-3, 2)
Y la aplicacion lineal es,
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T(a, b) = (-2a — 3b)(-3, 1) + (-3a - 4b)(5, -4),
es decir, T(a, b) =(-9a - 11b, 10a + 13b).

Ejercicio: ;Cual es la aplicacion lineal T de
®3en R’ tal que T(1,0,0) = (2, -3), T(0, 1, 0) =
(1,1) y T(0,0,1)=(6, 5)?

Ejercicio: Determine la aplicacion lineal T de %°en
P>[X] tal que T(1,1,1)=2+x, T(1,1,0)=x-x2 y
T(1,0,0) = 1 + 3x + 2x2.
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Ejercicio: Determine cual (es) de las siguientes
aplicaciones son lineales.

) T:R > ER3; T(x)=(x, 0, 3x)

2) T:%% > %3 T(a,b)=(5a-b,a+Db,1)

3) T:R% - Po[x]; T(a,b)=a+5ax+(2a+4b)x?

4) T:P[x] > R T(a+bx)=(a 2b-a,a+b)
2a—C a)

a-c 3

5) T:R> - My(R), T(a,b,c):(

6) T:M,(R) > % T(A)=det(A)
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Nucleo e imagen

Sean V y W espacios vectoriales sobre K vy
T.V ———W una transformacion lineal. El
nucleo o kernel de T es el conjunto

KerT={veV/ Tv)=0}

La imagen de T es el conjunto
ImT={weW / 3IveV talque T(v)=w}

7N

5

Ejemplo: Determinemos el nlcleo y la imagen de la
aplicacion lineal T: %% > R2 ; T(x,y, 2) = (X - 2y, 3y + 2).

KerT={(x,y,z) / T(X,y,z)=(0, 0)}
={(x,y,z) / x-2y=0y 3y+z=0}
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Resolviendo el sistema de ecuaciones lineales obtenemos

KerT ={(x,y,z) / x=2y A z=-3y}

={(2y,y,-3y) /yeR}
=<{(2’ 1"3)}>

Es decir, el nucleo de T resultd ser un subespacio de
dimensién uno del espacio 3.

ImT ={T(x,y,2) / (x,y,2) eR°)

~g” ={(x=2y,3y+z) / X,y,z€NR}
. =<{(1,0),(-2,3), (0, 1)}>
=<{(1,0),(0,1)}>
- R2
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> ¢Cual es el kernel y la imagen de las aplicaciones
2 T,: Vo> W, T,(v)=0w
Iyv: V>V, I(u=u?
KerT,=V, ImT,={0}, KerI,={0} e ImI,=V.
El ndcleo y la imagen de una transformacion lineal no son

simples conjuntos como se aprecia en el siguiente
teorema, cuya demostracion se deja de ejercicio.

Teorema: Si T de V en W es una aplicacion lineal,
entonces el nucleo de T es un subespacio de V y la
imagen de T es un subespacio de W.
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La dimension del nucleo de T se llama
nulidad de T y la dimension de la imagen de
T eselrango de T.

Z‘f

La nulidad de T y el rango de T seran denotados asi,
n(T) =dim (Ker T) p(T) = dim (Im T)

Y se demuestra el siguiente teorema que relaciona estos
numeros mediante la igualdad

N(T) +p(T)=dimV

En consecuencia,
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N(T)=dim V - p(T) p(T) =dim V- n(T)

Ejemplo: Consideremos la aplicacion lineal

T:P2[X]—>YR2; T(a+bx+cx2):(a—b, 2a+c)

Entonces,

KGI'TZ{a-I-bX-I-CXZ eP[x] / (a—=b, 2a+c)=(0,0)}
:{a+bx+cx2 eP)[x] /a=b A c=-2a}
={a+ax-2ax> / aeR}
={a(l+x-2x°) / aeR}

=<{1+x-2x2}>
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Como B={1+x —2x2} es un conjunto generador de Ker T
y es linealmente independiente, puesto que tiene s6lo un
vector no nulo, B es una base de Ker T; luegon(T)=1.

Asi,elrangode T es
p(T)=dimV-n(T)=3-1=2.

Si la dimension de la imagen de T es 2, debe tenerse que,
Im (T) = R

‘Q, El siguiente teorema caracteriza a
las aplicaciones lineales inyectivas,
epiyectivas y por lo tanto biyectivas.
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Teorema: SeaT:V W aplicacion lineal.
(1) T inyectiva < KerT={0} < n(T)=0
(2) T epiyectiva & ImT=W < p(T)=dmW

Por ejemplo, si V # {0} , la aplicacion lineal T, (ejemplo 5)
no es inyectiva. Pero la aplicacion identidad 1y (ejemplo 6)
es inyectiva y epiyectiva, es decir, Iy, es biyectiva.

Ejercicio: Determine si la transformacion lineal F
definida a continuaciéon es o no es biyectiva.

a b 2a—b+3¢c a+2b-c+d
F: Mh(R) > MH(R), F =
c d —b+c+d 3b—-3c-2d
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Isomorfismos

Recordemos que una funcién f posee funcion inversa £
siy solo si f es biyectiva. La funcion ™! también resulta
ser biyectiva y tal que (1 ef)x)=x y (fof Hx)=x .

s

AN
1
,2” Definicion: Un isomorfismo es una

aplicacion que es lineal y biyectiva.

Ejemplo: La aplicacion lineal T:R° >R definida por
TX,y,2)=(X-y, 2y +z, x+y+2)

no es un isomorfismo puesto que Ker T = < {(1, 1, -2)}>

Yy, €n consecuencia, no es inyectiva.
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Ejercicio: Muestre que la siguiente aplicacién de R’
en R’ es un isomorfismo,
T(X,y,2)=(x-y, 2y+2z, x+2y+2)

-

‘Q, Si T es una aplicacion lineal de V en W, entonces,
« T isomorfismo < T invertible

e T isomorfismo < 7! lineal

. . -1 . .
e T isomorfismo < T ° isomorfismo

Y si dimV = dimW, entonces
T biyectiva < Tinyectiva < T epiyectiva
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Ejercicio: Determine cual o cuales de las siguientes
funciones T son invertibles?

1) T:R% - 9%3; T(x,y,z)=(X,2x-y,x+4y-7)
2) T:R> - Py[x]; T(a,b,c)=(a—c)+(2a+b+c)x+Ba+b+c)x>

b
3) T:M)(R) —> 934; T[a d]:(aer, 2¢c, a+c, c-d)
C

SiT:. V— W es un isomorfismo,
entonces se dice que los espaciosV y W
son isomorfos, en cuyo caso se anota

V=W
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Ejemplo: Los espacios %° y P,[x] son isomorfos; el
isomorfismo “natural” entre ellos es

T(a,b,c)= a-+bx +cx”

a

El isomorfismo T( Zj:(a, b, c, d) establece que los

C
espacios M»H(R) y ®* son isomorfos.

La relacion “ser isomorfo a” es una relacion de
equivalencia entre espacios vectoriales, es decir,

1) V=V
1) V=W = W=V
) (V=W A WzU) = V=U
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N . .
Vi’z Teorema: Todo espacio vectorial real de
&

. ., .. . n
dimension finita n es isomorfoa ‘K.

En efecto, sea V espacio vectorial real de dimension n y
sea B={v,,....,Vv,} unabasedeV.

R" por T(v) =]V ]g; entonces,

Definamos T: V
« T es aplicacion lineal.

« KerT={veV/[v]g=(0,...,0)}={0};luego T es
iInyectiva.

« Como la nulidad de T es cero, el rango de T es n, es
decir, la imagen de T es un subespacio de R de
dimensién n; entonces Im T = R" y T es epiyectiva.

« Asi T esunisomorfismo y V=~ R"
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El teorema precedente es mas general; se puede enunciar
lo siguiente:

Teorema: Sea V espacio vectorial sobre el cuerpo
K de dimension finita n. Entonces V es

. n
isomorfoa K .

Ejercicio: Demuestre

1) El teorema precedente.

2) Que el espacio de las matrices reales diagonales de
orden 3 es isomorfoa R° .

3) Que el espacio de las matrices reales antisimétricas
de orden 3 es isomorfo a %> .
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El espacio de las transformaciones lineales

Sean V y W espacios vectoriales sobre K y denotemos
por LV, W={T:V—> W /T lineal}. Se puede
demostrar que:

1) T, Sel(V, W) = T+SeL(V, W)
2) aexk y Tel(V, W) = aTel(V, W)
3) T,el(V, W)

< v _
\L

Las aplicaciones T+S y aT estan dadas por:
(T+S)(v) = T(v) + S(v)
@ T)(v) = A T(v)
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Por lo tanto, L(V, W) es un espacio vectorial sobre K ;
el espacio de las transformaciones lineales de Ven W.

¢ Qué sucede con
.._P = > el producto?

Si T, Sel(V, W) , el producto (TS)(v) = T(v) S(v)
puede no estar definido.

Pero aun existiendo TS, este no es lineal. Por ejemplo,
sean T, S las transformaciones lineales de R en ‘R
dadas por T(x) = 3x, S(x) =2x. Entonces (TS)(x) = 6x?,
que no es lineal.
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Sean TeL(V,W) y SeL(WJU); entonces la composicion
deT y S, (SoTl)(v)=S(T(v)), es una transformacion lineal.
En efecto, si u,veV y a,pex , entonces

(SeT)(au+Pv)=S(T(ou+pv)
=S(aT(u) +BT(v))
=0 S(T(u)) +BS(T(v))
=0 (SeT)(w) +B (S T)(v)
Recuerde que la composicion de funciones es asociativa y

distributiva con la suma:
So(ToR)=(SeT)eR y So(T+R)=(SeT)+(SoR)
Ademas, Toly =T y IyoT=T
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Por estas razones, la composicion de
funciones es considerada como producto en
el espacio de las transformaciones lineales.

En lo que sigue, y siempre que T S exista, se entendera que

(T-S)(v) =T (S(v))

Observe que este producto no es conmutativo y ademas no
todas las transformaciones lineales poseen inversa.

Ejercicio: Sean T<L(V,W) y SeL(W,U) aplicaciones
lineales invertibles. Demuestre que el productode T vy
S es invertibley se tieneque (ST)'=T-1S-.
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Aplicacion lineal asociada a una matriz

Sea A€M, ,xn(R) y consideremos la aplicacion,

Ty :R" — R definidapor TpA(X)=AX

Para X, YeR" y aeR setiene que,
) TAX+Y)=AX+Y)=AX+AY =Ty (X)+Ta(Y)
1) Th(aX)=A(@X)=a(AX)=aTx(X)

Es decir, 15 es una transformacion lineal.

La transformacion lineal T, se llama aplicacién lineal
asociada a la matriz A.
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1 5
Ejemplo: Sea A=|3 -1| y determinemos la aplicacién
2 -4 lineal asociada a A.

Ty R 5> R Tax, y)= 22

1 5 X +3y
3 -1 (ij 3x—-y <||:
2 —4)V7 | ox—4y

Ty :9%2 —> 9%3; Ta (%, y)=(x+35y, 3x-y, 2x—4y)

Ejercicio: Encuentre la aplicacion lineal asociada a
las matrices A _ 0o -3 1 0= 00 0 e 1
-2 5 0 “lo 0 0 3
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Aplicaciones lineales y matrices

. - 2 . . .
Apremamos cierto parecido, desde un
S >

~ punto de vista algebraico, entre el
espacio de las aplicaciones
lineales Yy cierto espacio de matrices.

Mas precisamente, pretendemos establecer que el
espacio L(R", R™) es isomorfo a Mpxn(R). Para ello
debemos mostrar una funcién, entre estos espacios, que
sea un isomorfismo. Consideremos,

F:M . (R) - LR, R") definida por F(A)=Tx
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Se tiene que:

v F es una funcién bien definida y ademas es lineal, puesto

que To,g=Ta+Tg vy Tya =0Ty, aeR
Ejercicio: Demuestre estas igualdades.

v F esinyectivapues KerF={A / Ty =T, }={0

mn

v F es epiyectiva ya que para cada transformacion lineal
T de R" en R™ existe una matriz A € M;,,n(R) tal que
F(A)=T, =T . Estamatriz A es unica, se llama matriz
asociada a la transformacioén lineal T, sedenota [T] vV
se determina asi:
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Sean {€,.....,€,} ¥ {€},.....,€y las bases canodnicas
de R" y R™ respectivamente. Entonces,

T(el) = a11€1 + an1€» +..... + Am1€m
T(ez) = a19€1+an€Cy +..... +a;0€

y la matriz, t
8.11 8.21 aml
a a ce.. A
A=[T]=|12 2 m2
aln azn amn
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a1] 412 A1m
_ _ a a ... a
es decir, lamatriz A =[T]= 21 22 2m )
Aml  aA4m2 dmn

es tal que, F([T])) =F(A)=T,=T.

G Por lo tanto, F es un isomorfismo y
@ queda establecido que

LR, R™) = Mppn(R)
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Ejemplo: Consideremos la aplicacion lineal,
T:R?> > R ; T(x, y)=(04x-2y, x +3y, 2x +5y)
y determinemos la matriz asociada a T.
Procedemos a evaluar T en los vectores de la base canodnica
de R y luego, a escribir estas imagenes como combinacion
lineal de los vectores de la base candnica de R :
TA,0)=(4,1, 2)=4(1,0,0)+1(0,1,0)+2(0,0,1)
T0,1)=(-2, 3, 5)=-2(1,0,0)+3(0, 1, 0) + 5(0, 0, 1)

Entonces la matriz asociada a T es:

(4 =2
4 1 2
[T]= =1 3
-2 3 5
2 5

Algebra Lineal - I. Arratia Z. 209



Ejercicio: Determine la matriz asociada a las
siguientes transformaciones lineales.

T:% > 9?2; T(x, v, 2)=(-x+3y-7z, 2x-y+72)

T: R > YR?’; T(x, v, 2)=(Ty-z, x+62z, 5x—-y+27)

Consecuencia del isomorfismo
L(R", R™) = My, (R)
gue se ha establecido tenemos que:
[T+ 8] =[T]+[S]
[aT]=a([T], a numero real

Ademas, [ToS]=[T][S] ysi T es invertible, [T'l] = [T]'1

Algebra Lineal - I. Arratia Z. 210



Matriz asociada - Caso general

Consideremos ahora V 'y W espacios vectoriales de
dimensiobn n y m respectivamenteysea T:V —— W
una aplicacion lineal. Repetimos el procedimiento realizado
para obtener la matriz asociada a T pero considerando las
bases B = {v,, ..... , Vo y E=Aw,, ..... w. }deV y W
respectivamente. Evaluamos T en los vectores de B y luego
expresamos estas imagenes como combinacion lineal de los
vectores de E.

T(VI) = apwptasiwo +..... +aAm1Wm

=

oy
1
‘{‘:ﬂ T(Vz) = a;pwj + ar»HW»o +..... + Am>Wm
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La matriz,

di1  apj dml di] 412 d1m
dip a4 dm?2 _ dz1 422 dom
dln  42p Amn Aml a4m?2 dmn

T E : :

sedenota [T]B y es la matriz asociada a Ila
transformacion lineal T o matriz de representacion
de T, cuando se consideran las bases Bde 'V y E de W.

Cuando n=m y B=E, lamatriz [T]E se denota [T]g.
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La matriz [T]E esta caracterizada asi:

Si las coordenadas de ve V con respecto a la
base B son [VIg=X=(X},....,Xy), entonces
[T]E-X son las coordenadas de la imagen
T(v) con respecto a la base E.

La matriz de representacion de T establece un isomorfismo
entre el espacio L(V,W) y el espacio M__, (k) -

Consecuencia de este isomorfismo es lo siguiente:

SiT y S son transformaciones linealesde Ven W, B y E
son bases de V y W respectivamente, entonces:
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[T+S]E =[TI1E+[S1§
[OLT]EZOL[T]E, oEK

Ademas, si T. V —W y S W —> U son
transformaciones lineales y B, E, C son bases de V, W
y U respectivamente, entonces

[SeTI§ =[S]5 -[TI5

Si T:V — W es una aplicacion lineal invertible y
B, E sonbasesdeV y W respectivamente, entonces

[TI5-[T R = [TeTHE = [IwlE =1,
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-B E - B B
y [T]g-[Tlg =[T -Tlg =[Iylg =1,
Por lo tanto, [T]E es invertible y se tiene que:

(TR =8

Finalmente, el rangode T es

p(T) = dim(Im T) = p([T]5)

Ejemplo: Consideremos la aplicacion lineal,

T:® > SRZ; T(x,y,z2)=(x+2y-2z, 3x+2)
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E
y determinemos la matriz T8 donde B = {(1,1,1), (1,1, 0),
(1,0, 0)} basede R y E ={(2, 3), (-3, -5)} base de R?.

Tenemos que calcular las coordenadas o, [3;,y; originadas

asl.
T(1,1,1)=(2,4) = a((2, 3) + 005 (-3, -5)

T(1,1,0)=(3,3) =B1(2,3) +PB2 (-3, -5)
T(la 0, O) — (19 3) — YI(za 3) + YZ('39 '5)

De este modo obtenemos la matriz;
t

I
T15=| 6 3| = w2 0
B . 2 3 -3
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. E
Ejemplo: Determinemos la matriz [T]B asociada a Ia

transformacion lineal T de P3[x] en P,[x] definida por
T(p(x) =p'(x) si B={1,x,x3,x°} y E={1, x, x2}.

Enestecaso, T1(1)=0 = 0+ 0x+0x2
T(x)=1 =1+0x+0x?
T(x?)=2x = 0+ 2x + 0x?
T(x3) =3x2= 0+ 0x + 3x

¢ Esta matriz

, deriva

O 1 0 O nolinomios?
b

Por lo tanto, [T]E: 00 2 ol¥
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Ejemplo: Determinemos la matriz asociada a la
aplicacion identidad de R% en los siguientes casos [I]E
[I]E, [I]E y [I]g donde E = {e,, e,} es la base
canonicade R*y B={v,=(1,-2), v, = (3, -4)}.

Puesto que, e, = 1e,+0e,, e, = 0e, +1e,

I&E y v,= 1v, +0v,, v,=0v,+0v,
obtenemos [I]E — 12 — [I]E

Verifigue que en los otros casos,
E (1 3 B (-2 -3
[I]B - y [I]E - 1
-2 -4 1 Y
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Matriz de cambio de base
Si V es un espacio vectorial de dimension n y B es
cualquier base de V, entonces la matriz de la aplicacion

identidad es [IV]E =|Iy ]g =1,- Perosi E es ofra base
E

de V, entonces [Iy, |g # I, - Observe lo siguiente:
N +E v 1E
ig-lv]E =llvelv]g =llv]E =1
1B 1E _ ¢ Bty 1B

-4 UVIE-IvIB =llvelyvlg =llvlg =15

@ B
Es decir, la matriz [Iy/]g es invertible y su

inversa es [IV]E.
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Las matrices [Iv]g y [IV]E son llamadas matrices
de cambio de base, nombre que se deriva de lo

siguiente:

Si V es un espacio vectorial de dimension finitan, B y E
son basesdeV y T:V—— W es una aplicacion lineal,

entonces:

s Cambia _IV g [T]E - T]E
TIE- (1§ =T

‘.
Ty]E- [T - [Iv]g = [T
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Ejercicio: Considere la transformacion lineal F de %’

en P,[x] definida por F(a, b, c) =a + (2b+c) x + (b-a) x°.

Determine:

(1) La matriz [F] asociada a F.

(2) La matriz [F -'] asociada a F -1,

(3) La expresion algebraica F-'(a + bx + cx?).

(4) La matriz [F]E de representacion de F cuando se
consideran la base B = {e,, e,, e;} canonica de R y
E={1+x-x% 2+X, x*>-x} base de P,[x].
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Ejercicio: Considere F: 9?3—>P2[x] la aplicacion
lineal tal que F(1,02) = 2x — 3, F(012) =1+ x2 y
F(0,0,1) = 2x —x2. Sea G: P,[X] —— %R’ lineal cuya
matriz de representacion en las bases B = {1, 1+x, 1+x+x?}
y C={(10). 03 es [GI5-(, 7

0 1 2
matriz [2GoF] (bases candnicas).

J Determine la

Ejercicio: SeaV un espacio vectorial real de dimensién 2
con base B={u, v} y T una aplicacion lineal de VenV tal
que T(2u+v)=-4u-v y T(u)-2T(v)=-7u+2v. Exprese
T(u) y T(v) como combinacién lineal de los vectores de la
base B y a partir de esto encuentre la matriz [T];.
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Diagonalizacion de matrices reales
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Valores y vectores propios

Sea V espacio vectorial real. En lo que sigue, T sera
una transformacién lineal de V. en V; por lo tanto
cualquier matriz asociada a T es una matriz cuadrada.

@

& Un escalar AeR se llama valor propiode T
. (o valor caracteristico) si existe veV, v#0 tal
que T(v)=Av.

Si AeR es un valor propio de T, cualquier veV, v=0
tal que T(v)=Av se llama vector propio de T (o vector
caracteristico de T) asociado al valor propio A .
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Ejemplo: ) =2 es un valor propio de la aplicacion lineal
T:R?> > R?; T(x, y)=27x 10y, 75x - 28y)

puesto que T(2, 5) = (4, 10) = 2 (2, 5). En este caso,
v = (2,5) es un vector propio de T asociado al valor propio 2.

Si A es un valor propio de T y denotamos
~Q por V, al conjunto de todos los vectores
propio de T asociados al valor propio A |,
entonces es facil mostrar que V, resulta ser
un subespacio de V. El subespacio V, se
llama espacio propio de T asociadoa A .

V, ={veV / T(v)=Av}
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¢, Como determinamos los
> valores propios de T?
\ &

A esunvalorpropiode T <

dveV, v#0 tal que T(v)=Av <&

dveV, v#0 tal que T(v)-Av=0 <
dveV, v£0 tal que (T-AI,)(v)=0 <
dveV,v#0, veKer(T-Al,) <

T-AI, no invertible <<
det[T-AI,] =0
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Observe que P(A)=det[T—AL; ] es un polinomioen A de
gradon y los valores propios de T son las raices reales
de dicho polinomio o de la ecuacion p(A)=0. Note que

p(AM)=0 < det(T-AD)=0 < det(AI-T)=0
Porotraparte, Vv, ={veR" / Tv)=AV}
={veR" / T(v)-Lv=0}

={veR" / (T-A1,)(v)=0}
= Ker (T-A1,)

Es decir, los vectores propios de T asociados a A son los

vectores del kernel de la transformacion lineal [T—-A1,].
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Ejemplo: Sea T la transformacion lineal
T:R% > %5 T(x, y)=(-y, %)

. . 0 -1
La matriz asociadaa T es Az(1 Oj .

Como la “ecuacidn caracteristica” de T,

1

pA)=0 < det[L1-T]=0 < =0 < M +1=0,

no tiene raices reales, T no tiene valores propios.

Ejercicio: Muestre que los valores propios de la
siguiente transformacion lineal T son 1 y 2.

T:% - 933; T(x,y,2)=(3x+y-2z, 2x+2y-z, 2x+2y)
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Ejemplo: Los vectores propios de la transformacion lineal
T:R - 933; T(X,y,2)=(3x+y-2z, 2x+2y-2z, 2X+2y)

se encuentran en Ker[T-13]y en Ker[T -2I5]

Ket[ T—13]={ ( ) .y 2x+y-z = 0
erlT-1x]1={(X,y,2) €
3 Y 2x+2y-z = 0

= <{(1,0,2)}>

x+y+z =0
Ker[ T -2I3]={(x, y,z)eﬂ%3/ 2x -z =0
2x +2y -2z =0

. es decir,

= <{(1,1,2)}>
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Diagonalizacion

Se dice que una base B de V diagonaliza a la
transformacion lineal T si la matriz [Tlg asociadaa T es
una matriz diagonal. Cuando tal base B existe, se dice
que T es diagonalizable.

Una matriz A e M, (R) €s diagonalizable si la aplicacion
lineal asociadaa A lo es.

Cuando T es
— > diagonalizable?

Teorema: T diagonalizable si y solo si existe
B base de V formada por vectores propios de T.

Algebra Lineal - I. Arratia Z. 230



En efecto, sea B = {v,, ..... , V,} basedeVcon v, ..... , Vi,
vectores propios de T. Entonces,

T(VI) = 7L1V1 = 7L1V1 + 0V2 +..... + OVn
T(V2)= 7L2V2 = OV1+7\,2V2+ ..... -I-OVn
T(vp)=Apvp= O0vy+0vy+..... +A,Vy

donde ); son valores propios de T no necesariamente
distintos. La matriz de representacion de T en la base B es:

A 0 ... 0

0 %, 0
[Tl =

0 0 Ao,
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Ejemplo: La transformacion lineal T;ﬂ%3 N €R3 .
T(X,y,2)=(-9x—8y+4z, 8x+7y-4z, -8x—8y+37)

tiene dos valores propios: 3 y -1. Los espacios propios
asociados son,

Ker[T-313] = <{(1,-1,1)} >
Ker[T+13] = <{(1,0,2), (0,1,2)}>

Y B={(1,-1,1),(1,0, 2), (0, 1, 2)} es una base de R que
diagonaliza a T; en este caso,

30 0
[Tlg=|0 -1 0
0 0 -1
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Ejemplo: La transformacion lineal T: R - R,
T(x,y,2)=(3x+y-z, 2x+2y—2z, 2x+2y)

tiene dos valores propios: 1 y 2. Sin embargo, T no es
diagonalizable. Los espacios propios asociados son,

Ker[T-13] = <{(1,0,2)}>

Ker[T-213] = <{(1,1,2)}>

Y es imposible encontrar una base de R formada por
vectores propios de T.

Algebra Lineal - I. Arratia Z. 233



Otros criterios de diagonalizacion

Teorema: T diagonalizable siy solo si el
polinomio caracteristico de T tiene la forma

d d d
pA)=A-A) T(A-Ap) 2 - ..., (A=A )k
con d; =dim in y in espacio propio
de T asociado al valor propio Aj.

Por ejemplo, el polinomio caracteristico de la transformacion
lineal T(x,y,z)=(-9x—8y+4z, 8x+7y-4z, -8x—8y+3z) es
2
p(A)=(A-3)(A+1)

Y dim V, _3 =1, dim V,__; =2;|uego T diagonalizable.
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Teorema: T diagonalizable siy solo si
dim V =dim Vxl +dimV;L2 +...... + dimka
donde Aq,.....,A son los valores propios

de T vy Vki es el espacio propio de T

asociado al valor propio A;.

Por ejemplo, en el caso de la transformacion lineal
diagonalizable del ejemplo anterior

T(x,y,2) =(-9x—8y+4z, 8x+7y-4z, -8x—8y+37)
se tiene que dim V, _3 + dim V, __; =1+2 =dim R
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Ejercicio: Determine si la siguiente transformacion
lineal T es o no es diagonalizable.

TR - 9?3; T(x,y,z)=(3x-y+z, 7Xx—5y+2z, -6x+6y-27)

~- El hecho que T sea diagonalizable significa
) 5 que la matriz [T] asociada a T, es “similar’ a la
matriz diagonal [T]g en el sentido siguiente:

Existe P matriz invertible tal que [T]g :P_l[T]P

Ejercicio: Demuestre que los valores propios de
una matriz triangular A=(3;;) son los elementos 2;
de la diagonal.
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